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Abstract

This paper focuses on the following problem: given the strain tensor of a deformed
reference surface of a thin shell and the distances of the points on this surface
from some arbitrarily fixed reference plane (the so called height function) find the
position of this reference surface. Two alternative procedures supplying the solution
are developed. The first one follows from the ideas developed by Darboux (1894),
whereas the second one is based on the polar decomposition theorem and techniques
developed in continuum mechanics. These procedures are purely kinematic, valid for
arbitrary surface geometry and for unrestricted surface strains. Szwabowicz (1999)
proposed a relatively simple non-linear boundary value problem (BVP) for thin
elastic shells, which was expressed in three surface strains and the height function
as basic independent field variables. The results of this paper suggest that this
approach to the non-linear problems of thin shells may be an attractive alternative
to other BVP’s developed in the literature.

Key words: Thin shell, non-linear theory, Darboux equation, kinematics of surface
PACS: 46.70.De, 83.10.Bb
1991 MSC: 74K25, 53A05, 53A17

Email addresses: mls@Qimp.gda.pl (Marek L. Szwabowicz), pietraszQimp.gda.pl
(Wojciech Pietraszkiewicz).

Preprint submitted to Int. J. of Non-Linear Mechanics 24 June 2003



1 Introduction

The non-linear theory of thin shells is based on the kinematic hypothesis that
deformation of a shell can be described with sufficient accuracy by deformation
of its reference surface alone. Determination of the deformed position of this
surface in the equilibrium state is the ultimate goal of the shell static analysis.
One can achieve this goal directly in one step, tackling all the complexity of the
problem in one go. Alternatively, one may divide the process of solution into
two or more relatively disjoint and easier stages. Feasibility of the latter plan
relies on setting the boundary-value problem (BVP) for a shell in variables
that would permit to use methods from modern mathematics.

The second author gave a fairly comprehensive review of various existing for-
mulations of the non-linear theory of thin shells in [1,2]. Roughly speaking,
all of them may be divided into three major groups: (i) traditional formula-
tion in displacements [3-6], (ii) in rotations and other fields [1,7], and (iii) in
surface strain and/or stress measures [1,8-11]. Each of the BVP’s connected
with these formulations has some advantages and some limitations, and which
of these prevail in a particular case depends on the motivation and goals to
be achieved.

Solving the BVP for displacements (i) leads to straightforward determination
of the position of the deformed shell. This is presently the only formulation
(allowing for some hybrid variants with additional intermediate working vari-
ables) implemented in the commercial FEM software. Its widespread use re-
sults from a large number of easily accessible, ready to use element libraries
rather than from any real analytic merits (see the comments by Simmonds
[12]). A general BVP of this type — for finite deflections — is very complex
and — for problems, where non-linearity is the dominant feature — requires
tremendous computational effort, well-paid personnel and costly equipment.

The BVP (ii) in rotations and other fields can effectively be applied to one-
dimensional (1D) shell problems, see [13]. Its application to 2D problems is
limited by several additional requirements such as, for example, special form
of the boundary conditions (see [1]) and the necessity to perform non-standard
analysis on the proper orthogonal group SO(3).

The intrinsic shell equations (iii) are relatively simple even for unrestricted
deflections. However, they are applicable only to special shell problems which
can be formulated entirely in the surface strain and/or stress measures as pri-
mary working variables. To establish the deformed shell position from these
variables one should complete the second step: to solve the non-linear compati-
bility conditions for displacements. This problem is still not too well recognized
in the non-linear theory of shells (see the papers by the first author [14] and



Ciarlet and Larsonneur [15] on this topic).

A novel formulation of the non-linear BVP for thin elastic shells undergoing
small strains was developed by Szwabowicz [16]. It is expressed through three
surface strains and the height function of the deformed shell reference surface
as basic independent field variables. The BVP posed in this form benefits
from relative simplicity of intrinsic shell relations and circumvents complexities
of the displacement approach. The corresponding field equations consist of
three equilibrium equations and one extended equation of Darboux which
plays the role of the compatibility condition for the four unknowns. When
the surface strains and the height function are found by solving the BVP,
the surface curvature changes can be computed from a simple differential
relation, and internal surface stress and couple resultants follow thereafter
from the constitutive equations. It was also noted in Szwabowicz [16] that
the two remaining Cartesian components of the deformed position of the shell
reference surface can be determined by quadratures from the surface strains
and the height function.

In this paper we develop two different but equivalent procedures allowing one
to establish the deformed position of the shell reference surface by quadratures
from the undeformed surface metric components, three surface strains and the
height function of the deformed reference surface. The first procedure has its
roots in old ideas of Darboux [17]. It corrects some results derived for other
purposes by Hartman and Wintner [18]. The second procedure is based on the
polar decomposition theorem used in continuum mechanics and is our original
alternative solution to the problem.

Strictly speaking, the problem considered in this paper may be stated as fol-
lows. Suppose we are given a surface .# (possibly with a boundary 0.#)
immersed in the Euclidean three-space R®. The immersion is determined by
a known position vector r = r(9%), where ¥*, a = 1,2 are curvilinear coordi-
nates covering . .

Suppose our surface has undergone some 673 deformation .# — .# , and the
only data related to the deformed surface .# at our disposal are the following
four functions:

e three components v,5 = Va5(0%) of the surface strain tensor;
e the distance z = z(9*) of the points of .# from some fixed plane in R?.

Our goal is to determine the position T = T(9%) (and thus the field of displace-
ments) of the deformed surface M from just these and only these data.

Surprising as it may seem, the above data are in all cases sufficient to solve
the problem up to a restricted class of rigid body motions of .Z. To exclude
these rigid motions we need to prescribe three additional initial conditions at



some arbitrarily chosen point of .#. Moreover, the solution itself boils down
to three subsequent quadratures of suitable combinations of the foregoing
four functions. The integration constants in these quadratures are exactly the
required additional initial conditions that exclude the rigid motions.

Although the final solution itself has a quite compact and clear-cut form, the
process that leads to it is quite involved and requires substantial support from
differential geometry and the theory of total differential equations. Therefore
in Sections 2 and 3 we briefly recall some basic facts from theory of surfaces
in the Euclidean space.

The key element in the process of solving this problem is the observation,
following from the theorem of Minding (see [19] or [20]), that any abstract flat
Riemannian two-dimensional metric, i.e. a metric with Gaussian curvature
K = 0, is always immersible in the Euclidean plane R2. Translating this
statement into the language understandable to an engineer, this means that
knowledge of the distances between any two points belonging to some flat
region in R? suffices to determine absolute positions of these points up to
rigid body motions.

The second element is the actual computation of the position vector connected
with a given prescribed flat metric. The first solution to this problem can be
traced back to the celebrated treatise by Darboux [17]. Later this same prob-
lem was treated by Hartman and Wintner in [18] (see page 11 for discussion
of their result).

Since the problem we are considering here concerns general — and not only
flat — metrics, the above two elements must be supplemented by a third one
that will enable to extend the solution for flat metrics to this general case. Note
that the projection of any surface on the Euclidean plane is obviously a flat
subset of this plane. Of course, the metric of this projection differs from the
metric of the projected surface, but relation between them can be established
by means of simple algebraic operations on our starting data.

The logical combination of the above three elements supplies the solution to
our problem in the general case. The rest of this paper is devoted to systematic
realization of this plan. In Section 4 we develop two alternative procedures for
embedding a two-dimensional flat Riemannian metric into the Oxy plane. Both
solutions are expressed via quadratures. The first of them (see Subsection 4.1)
aims at determination of those positions of all coordinate lines ¥ = const that
realize the prescribed metric. Consecutive steps consist in: (i) determination
of the angle 1) between the projected ¥!'-coordinate curve and the Ox axis,
(30); and (ii) determination of the Cartesian components of the position vector
expressed through the components of the metric tensor g,g and v, formulas
(34) and (35), respectively.



The second procedure is based on mapping a domain in the Ozy plane param-
eterized by Cartesian coordinates into the flat region of the projected reference
surface. The 2D gradient of this map is then decomposed into the right stretch
tensor and the rotation tensor, for which explicit formulae (45) and (61), (46)
are derived in terms of g,g. Then the position vector (65) of the projected
region is obtained by quadratures (66) and (67) involving only g,g.

2 Notation and surface geometry

Notation used here follows that of Pietraszkiewicz [1,2] and Szwabowicz [16].

A simply connected regular surface .# in the Euclidean space R? may locally
be described by choosing a fixed orthonormal frame (O, 1,j,k), O € R?, and
three functions z(9%), y(9*) and z(9%) of class C?! | where 9%, a = 1,2, are
surface curvilinear coordinates. The position vector of .# is then given by

r=zxityj+zk=r(0"). (1)

With each regular point M € .# we can associate the natural basis a, =
or/9Y* = r,,, the cobasis a’ such that a”’ - a, = §° with i = §2 = 1,
63 = 6% = 0, the components a,5 = a, - ag and a®® = a® - a’ of the surface
metric tensor a with a = det(aas) > 0, the unit normal n = —-a; X ay
orienting .# , the components b,3 = —n,, -ag of the second fundamental tensor
b, and the components €,3 = (a, X ag) - n of the surface permutation tensor
€ with e,5 = \/aeas , €12 = —ea1 = 1, €11 = €90 = 0.

The components a,3 and b,z satisfy the Gauss-Mainardi-Codazzi equations

boaly = bgulx s baabsy — baubsy = Rapap (2)

where (.)|, denotes the surface covariant derivative, and R,gy, are components
of the Riemann-Christoffel tensor related to the Gauss curvature K and aq.p
by

Raﬁ/\,u = aal{(rg,u)\ _Fg)\mu +FZAFE,LL - FZMFZA) ) (3>
0 = %Clm(a,\a,ﬁ +0)g,0 —Gapn ) = —A5 - A" 5 (4)
K = ieaﬁeA“Ramu = Riem(aqg) (5)

I Although the standard result from differential geometry actually requires conti-
nuity of class C® in this context, Hartman and Wintner in [18] lightened this to
merely C2 and even lower in special cases.
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Fig. 1.

It is evident from (5) that K is determined by the Riem(.) operator entirely
from the metric components a,g.

3 Equation of Darboux

The position of . in R? can also be established by prescribing three functions
aap(9) of class C? and one coordinate function, say z(9%), called the height
function of .#, satisfying the equation of Darboux [17]

M((z)— K —z423a*) =0, (6)

where M (z) is the Monge-Ampere operator defined by

M(2) € L ePeMz|anzlg, . (7)

To see how the equation (6) is related with the problem of determination of a
surface .# in R3, let us decompose the position vector r as follows

r=p+zk, (8)



where p is the position vector of P € & — the projection of M € .# onto the
coordinate plane Ozy, Fig. 1. From (8) it follows that z = r-k and z,, = a, -k,
which introduced into the identity k = (a, - k)a* 4+ (n - k)n leads to

k=z,a"+nn, n=n-k. 9)

Let us square the relation (9), differentiate it with respect to the curvilinear
coordinates and multiply the result by a,. This yields

n?=1- 2,230, (10)
0=k,g-ay = 2,03+2,x2%,3-a, + nN,5-a,. (11)
From (11) it follows that
oy = - 2| (12)
af = — ZlaB
B n B

provided that

2

Zazpa™ <1, n?>0. (13)

In view of (5), the Gauss equation (2)s can be modified to the form

%Eaﬁe)“ubo»\bgu =K. (14)
Introducing now the representation (12) and (10) into (14) we can easily obtain
the Darboux equation (6).

Likewise, using (12) the Mainardi-Codazzi equations (2); can be transformed
as follows:

1 1 1
0=l = (ol b= (1) welon+ polon] - 05)

But

Al _ - Al |
€V zlone = G Rape 2"



and therefore
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O e E/\'u'bﬂ)\’u = g EG)\MZ‘O[MZ|B)\ + 604,3[( Z|a . (16)

The equation (16) is identically satisfied either if z|* = a**z,, = 0, that is if
2(V*) = const, b,z = 0, and the surface .# is the plane parallel to the Ozy
plane, or if

2| apzlpr + €apKn® = 0. (17)

Note, however, that the latter equation is also satisfied if z(9%) = const and,
thus, covers both above cases. Multiplying (17) by € and using (10) we obtain
the equation of Darboux (6).

The equation (6) is a compatibility condition for the surface metric compo-
nents a,s and the surface position coordinate z.

Four functions a,s(9*) and z(9*) satisfying (13) and the Darboux equation
(6) describe the surface position in space up to rigid translation and rotation
parallel to the Oxy plane.

4 Embeddings of two-dimensional flat metrics

Let us project the surface .# onto the coordinate plane Oxy, Fig. 1. The
projected flat region & is parameterized by the same curvilinear coordinates
Y%, and by (8) we have

Ay :ga+z7ak7 8a = Psay  Gap :gaﬁ+zaa 258 (18)

Jop = 8o 83, 81 ga=20, g¥P=g" g", (19)

1] 922 —9g12
g = det(gap) = g11922 — (g12)°, ¢*° == : (20)
9 —0g12 911

NG
v/ 911922 ’

g2 912 . g1 g2
= sina =

g1
. — , X
V11 /922 v 911922 Vv 911 v 922

cosa =

where « is the angle between 9!~ and ¥2-coordinate curves at P € 2.
The permutation tensor € in the flat region & is defined by

€:€aﬁga'gﬁ:6aﬁia®iﬁ:i®j_j®i7 (21)



Fig. 2. Projection of .# seen from above.

EaB = \/gea,@ s ia =i%= (17.]) .

By the decomposition (8) and geometric relations (18)-(21) the problem of
finding the position vector r of .# has been reduced to finding a local embed-
ding of a prescribed flat metric ds?® = g,5d9*d¥” into the Euclidean plane Oxy.
This differential problem turns out to be completely solvable via quadratures,
which was already noted by Darboux ([17, page 216]).

4.1 Determination of the embedding via coordinate curves

Let ¢ denote the oriented angle between the axis Ox and the projection of
coordinate curve 9!, and « the oriented angle between the tangents to the
coordinate lines 9 and 92 (see Fig. 2). Then the following relations between
the base vectors g, and the angles ¢ and « hold true:

g1 =1+/011 (cos i + sin)j) , (22)
82 =+/922 [cos(¢ + a)i + sin(¢ + «)j]

:,/gjj(cosagl —sinaeg) , (23)

eg1=+/g11 (sinyi—cosvj) = —\/gg>. (24)



Let us differentiate (22) with respect to the coordinates ¥* and use the rela-
tions (22), (23) and (24). We get

1

i = %gll,x (costpi+sintj) + /g1 (—sini+ cospj) ¥,z
1
=5 911,081 + \/§g2w7)\ )
2011
g11
81) 'g2 = ﬁg22¢7A - 7¢7A . (25>

V9

But, as follows from the definition (4) of the Christoffel symbols, we also have

1
g8 = 3 9 (Gpax FGurt —Giam ) (26)
1

= _% [glggll,,\ —J11 (912,,\ +G2x:1 —G1x:2 )] )

where (20) have been used. Combining now (25) and (26) we obtain a total
differential equation for the angle v:

1
Yo\ = <912911,>\ —012;) —92x,1 T G102 > ) (27)

- 2./9 \gu

which may also be written as an overdetermined system of two partial differ-
ential equations

1
W= —m (iijgnﬂ —2g12,1 +91172> ) (28)
1
Vo= —m <zi911,2 —92271> . (29)

Verification of the integrability condition 1y, e* = 0 shows that the equation
(27) is completely integrable provided the metric ds* = g,5dd*d9? is flat,
i.e. the compatibility condition Riem(g,g) = 0 is satisfied. This condition is
identically satisfied here, because by assumption the components g,s describe
a flat metric over the region Z.

When compared with similar equations given already by Darboux [17, page
216] the equations (28) and (29) have opposite signs on the right-hand sides.
This may result from different sign convention applied by Darboux [ibid|. Hart-
mann and Wintner delivered without derivation the set of equations analogous

10



to (28) and (29) , see [18, egs. (4) and (5)]. However, their equations differ from
ours not only by opposite signs of the right-hand sides, but also by additional
terms proportional to gio in parenthesis. Aside from possible differences in sign
convention, the relations of [18] would agree with ours if g2 = const, which
is the case for orthogonal coordinates, for example. But there is no indication
in [18] that the coordinates used there belong to any special class.

Now the angle 9 can be computed from known g,3 by straightforward inte-
gration

1
=1y — / ﬁ K!g]ign,l —2012,1 +911,2> di! (30)
+ <912911,2 —92271> d?92] .
g11

The position vector p of P € & and its differential expressed with respect to
curvilinear coordinates are given by

p=21%,, dp=p,sd)’ =gsdd’ =a1"45i,dd°. (31)

Introducing (22), (23) and (24) into (31), after some transformations we obtain
the following system of partial differential equations:
1 1

35171 = 4/g11 COS v, T o= 3 (912 cos 1 — \/ﬁsin %U) ) (32)
11

Q‘

) 1 .
56’271 =/gnsin ¢, 13272 = E (g12sin ¢ + \/g cos V) . (33)

The equations (32) and (33) differ from those derived by Hartman and Wintner
[18] in that we have opposite signs in front of the second terms in parenthesis.
We could not find any reasonable explanation for this difference, except that
there is a typo or a simple error in the derivation supplied by Hartman and

Wintner in [18].

The Cartesian components of the position vector p = =i+ yj can now be
obtained from the quadratures

x:x0+/ -\/g?COS ¢d01+\/§}?(glgcos¢—\/§sin 1/))d192] , (34)

yzyo+/ _\/ﬁsin wdﬁ1+\/;?(glgsinw+\/§cos w)dﬁﬂ . (35)

11
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By the quadratures (34), (35) and (30) the position vector p of the flat region
Y is expressed entirely in the components g,3. The solution depends explicitly,
through definition of the angle 1, upon the choice of coordinates used to
parameterize the surface . .

4.2 Determining embedding via the polar decomposition theorem

Instead of pursuing the positions of the individual coordinate lines, the ques-
tion of realization of a given flat metric in the Euclidean plane may be treated
as a problem for determination of some map f :  — 2, where %/ C R? s the
domain in the OY'Y? plane over which the given flat metric ds? = g,3d9*dv”
is prescribed (see Fig. 3). We want the map f to place the points of % in the
image & in such a way that the distances between them coincide with the dis-
tances arising from the embedded metric ds? = g,sd¥9*d¥”. Under additional
requirement that f be orientation-preserving one faces the classical problem
for deformation of a flat body in the Fuclidean plane, although the problem
is solvable under fairly general conditions and f needs neither be one-to-one
nor preserve the orientation.

The position vector q of points in % with the Cartesian coordinates (91, 19?),

12



the line element, and the standard metric are
q="0%, dq=d9%i,, dsi=(d0")’+ (dV*)*. (36)
The position vector of the points in the image & is given by (31). Two func-
tions x® = x%(9") establish the location of any point of % in the image of f.
Assuming f to be continuously differentiable, we may write
dp=Tdq, g.=Tia, (37)
I'=Vp =P, ®i" =g, ®i", (38)
where T is the 2D gradient of the map f taken in the metric dsg. Assuming f
to be orientation-preserving, we also have det I' > 0.
The polar decomposition of I' yields
T = QH, (39)
where, using the terminology of continuum mechanics, H is the right stretch
tensor (symmetric, H = H, and positive definite, v - (Hv) > 0 for all vectors
v # 0), and Q is the rotation tensor (proper orthogonal, Q7 = Q7!, det Q =
+1). Our goal is to determine H and Q, and then T', from three components

Jap alone.

First let us compute the right stretch H in terms of g,g. It follows from (37)
and (39) that

ds®* = dp - dp = dq - (H%dq) = i, - (H?i)d0“dv"”. (40)

If we introduce the tensor G such that

G:gagia@)iﬂ, detG:g, trG:G:gH—l—ggz, (41)

then from (40) and (41) we obtain

H°=G, detH=,/j. (42)

The 2D second-order tensor H satisfies the Cayley-Hamilton equation

H? — (tr H)H + (det H)I =0, (43)

13



and, according to Hoger and Carlson ([21, eq. (5.2)]), we have

trH = trG + 2Vdet G = VC C=G+2y3. (44)

Having solved (43) for H with the use of (42) and (44), we express H entirely
through gap :

1

H=—(G+.,4]). (45)

3

Now our goal is to determine the rotation tensor Q. In 2D space Q can be
represented as

Q=cos¢pl —singe, (46)
I=g,®g" =i, ®i%, (47)

where ¢ is the oriented angle of rotation in the O9'9? plane. In order to relate
Q with the coefficients g,3, we have to resort to the integrability condition for

P:

£Ppas=0. (48)

Using (37) and (39) this condition may be transformed to the form

Q.. He + Q(He),,Ji"=0. (49)

Note that differentiating (46) and using (47) leads to the following general
formula for the gradient of the in-plane rotation:

Qa=-Qed,n . (50)

When (50) is introduced into (49) and the result left-multiplied by H, using
Vo = ¢,,1“ we obtain

HeHeVo = H(He),, i*. (51)
Let us now apply the Cayley-Hamilton theorem (43) to the tensor He. Since

tr (He) = 0 and det(He) = det H = /g , the result is

HeHe = —/g1, (52)

14



which introduced into (51) yields

Vo — —\}EH(HE),Q o (53)

By differentiating (45) we obtain

(He),,i% = {—21CH€C,a —|—\/15 [(G€),a +s(\/§)7a]} iv. (54)

Hence, the right-hand side of (53) is

H(He),, i" = {—;GEC,Q+(G+\/§I) [(Gs),a—i—s(\/ﬁ),a]}ia (55)

[G(Ge),a +VG(GeE) —;GeG,a +e\/§<¢§),a} i (56)

Ql~Ql=

With (56) and (44) we obtain the following total differential equation for the
gradient of ¢:

1 1 1 o
Vo = Gt2y5 [QﬁGEG"" —EG(G)S),Q—(GE),& —s(\/ﬁ),a] i, (57)

which in component form reads

1 1 1
Cb,a = m [ﬂgag (265/\G7)\ —5@'{9’{’0’)\ eﬂ)\> (58)

—YJapB>A e — eﬁ(ﬁ)u } :
To guarantee the existence of solutions to the above two PDE’s one should

now verify the compatibility condition ¢,,5e¢* = 0. By (53), this condition
reads

0= [\;EH(HE),Q i“] pi’. (59)

Yet, instead of plunging into involved computations inevitably connected with
this test, we may resort here to a general result, valid for arbitrary deformation
of a curved surface, obtained by the first author in [14]. According to this result

15



the alteration of the Gaussian curvature caused by a given arbitrary stretch
field U obeys the formula

_ , 1 :
K det(U) — K =div {det(U)sU[dlv(Us)]} .

Note that upon the substitution U = H in the above, the right-hand side
becomes identical with the right-hand side of (59) and, since K = K = 0
in our case, the compatibility condition is satisfied and, thereby, the total
differential equation (53) is completely integrable.

Now the angle of rotation arising in the polar decomposition of I" follows from
the quadrature

0= 0o+ [ G0 dd®. (60)

According to (60) and (58), the angle ¢ is expressed entirely through the
components g,3 by the explicit relation

1
¢=¢o+ / m { { V(G121 —011,2) + G11912:1

1 1

+§g12(922 — 11)41 —5(911 + 922)911,2} dy' (61)

+ [\/5(922,1 —G12:2) — G22912:2

1 1
+§g12(922 — G11),2 +§(911 + 922)92271} dﬁ?} .

Finally, in order to determine the position vector, introduce the rotation tensor
(46) into the polar decomposition formula (39). This permits to compute the
gradient I':

1
I'= — (cos¢I —sin¢e) (G + /gI) = 2% i, @ i°, 62
\/5( ) ¢e) (G + /g1) g (62)

1
1% 3= —— cosqb(é""\g,\ + géo‘)—singb(ea)‘g)\ +./9€%)| . (63)

g G_|_2\/§[ B \/_ﬁ B \/_ ﬁ}
But

Fl,@ - paﬁ = xayﬁ ia = (L’,Bi+ yaﬁ.] ) (64)

16



and the position vector of the point P € P follows from the quadrature

p=po+ /p,ﬁ dv’ (65)

or explicitly for Cartesian components of p = zi+ yj:

1 ) 1
r=x9+ / m {[cos (911 +1/9) — sin ¢ gy2]dv (66)

+[cos ¢ g12 — sin @(gaz + \/5)]d192} ,

1 . 1
Y=yo + / m {[COS¢912 + sin ¢(g11 + /g)]dd (67)

+[cos ¢(goz + /g) + sin ¢ gro]dv?}

By (66), (67) and (58), the position vector p(¥%) is expressed entirely in terms
of components g, as well. With known p(9*), the position vector r(9*) of
the surface .# in space R? follows from the relation (8).

Summarizing, we have shown that in order to find the embedding of a flat met-
ric ds? into the 2D Euclidean space one needs to perform three quadratures.
We have given two different but equivalent solutions to this problem. Accord-
ing to the first solution presented in Subsection 4.1 one should calculate the
quadrature (30) for the angle ¢ and then two quadratures (34) and (35) for
the Cartesian coordinates x and y of the position vector p, respectively. In the
second solution worked out in Subsection 4.2 one calculates the quadrature
(61) that yields the angle of rotation ¢ = ¢(9%), and then two quadratures
(66) and (67) yielding two Cartesian coordinates of p. With known p and z,
the position vector r of the surface .# can be determined from the simple
relation (8).

5 Position of the deformed surface

Let .4 = x (M) be the reference surface of the deformed shell arisen from the
undeformed surface .# under some map (deformation) x. This map is assumed
to be single-valued, orientation-preserving and differentiable sufficient number
of times. The position vector of .# relative to the same orthonormal frame
(O,1,j,k) can be described, in analogy to (1), by
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r(V) =x[r(I)] = 2(0)i + y(0%)j + z(0")k (68)
=r(0%) +u(0?),

where u is the displacement vector and ¥* are convected surface coordinates.

In the convected coordinates all geometric quantities and relations at any
regular point M € .# are now analogous to those at M € .# given in Section
2. In this paper quantities corresponding to the deformed surface .# will
be marked with an overbar: a,, a8°, a.s, a*, a, @, 0, by, €ap, K etc., while
the surface covariant derivative in the deformed metric will be denoted by a
double vertical stroke (.)||,. The barred quantities can be expressed through
analogous unbarred quantities defined on .# and the displacement field u with
the help of formulae presented in Pietraszkiewicz [1] and Szwabowicz [16].

If the shell problem is solved for displacements u, the position of .# in space
is uniquely determined by (68). It follows from discussion in Sections 3 and 4
that the position of .# in space can also be determined from the four functions
of class C?: three metric components d,s(9*) and the height function z(9%)
satisfying the equation of Darboux connected with . :

s ez onzlp — K(1— 2,0 2,3a%°) =0. (69)

The surface metric components @3 can be found from the relation

&aﬂ = Qap + 2’7045 5 (7())

where 7,53 are the components of the surface Green strain tensor 4. Thus,
given the metric of .# and three functions %,8(@ of class C? satisfying (69),
we are able to uniquely establish the metric of .#Z .

The BVP formulated in 7,5 and z as independent field variables was recently
proposed by Szwabowicz [16] for static analysis of thin shells. It was also as-
sumed in [16] that the shell is composed of an isotropic elastic material and
that strains are small everywhere in the shell space. The resulting BVP con-
sists of four non-linear shell equations — three equilibrium equations and one
compatibility condition following from the Darboux equation (69) — which
are linear in 7,4 and non-linear only in z . Four fields 7,43 and Z satisfying such
a BVP allow us to establish the spatial position of .# by performing three
quadratures analogous to those discussed in Section 4.

With z(9*) given, the vector ¥ can be decomposed, as in (8), into

r=p+zk. (71)
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The geometry of projection & of .4 onto the Oxy plane is described by
ga :f),a:éa—,?,ak, (72>
gaﬁ =8a- gﬁ = aaﬁ — Z,a Z>ﬂ s g = det(gaﬁ) . (73>
Given the geometry of ., it is apparent from (70) and (73) that three
strains 7,4 and the height function z uniquely determine the flat metric
d5* = Gopdd*di® of the projected region . Therefore, rewriting the results
of Section 4 for the deformed surface .# and its projection &2 onto the Ozy

plane we can establish the position vector p = %1, = i + yj by quadratures
using two different solutions.

Applying the first solution given in Subsection 4.1, by analogy to (30), (34)
and (35), for the components of p = Z1i+ 7 j we obtain

- - 1 J12 _ _ _ 1
=Yg — [ —= — -2 + dy 74
=1y /2\/5 [(_11911,1 g12,1 911,2> ( )

+ <"C_h2!711;2 —52271> dﬁQ] )
g11

T = Iy +/ [\/ECOS Y dit + (§12 cos 1) — /g sin QZ) dﬁﬂ , (75)

1
VvV

gjzﬂg—l—/l\/ﬁsin z/jdﬁl—i—\/lgj(glgsinlﬁ—l—\/ﬁcos 1/_1) d”ﬁQ] , (76)

where all metric components g,s are expressed in terms of a.g, 7.3 and z by
the relations (73) and (70).

Applying the second solution worked out in Subsection 4.2, by analogy to (60)
with (58) and (65) with (64) and (63) we obtain

- 1 1 1 =
Gb - ¢0 + / m [Jggaﬁ <26ﬁ>\G,>\ _5@&@&{”)\ ep)\> (77)
—Gapor € — €2(V/3) ] dov” ,

1
P:I)O‘i‘/\/m [COS¢(5Q/\9AB+\/§5§)

—sin ¢ (e gxs + v/g €%)ia dV”] |

19



where

G=0gu+0g2, §=_0gnge—(512)°.

The relations (74)-(76) and (77), (78) allow us to establish explicitly the po-
sition p of the deformed reference surface .# through the position of the
undeformed surface .#, three surface strains 7,5 and the height function z.
The displacement field u, if necessary, can now be calculated from p and z by
the simple relation

u=(p-p)+(-2k. (79)

The results given above are purely kinematic and valid for an arbitrary geom-
etry of .# satisfying (13) as well as for unrestricted surface strains. They do
not depend on material of which the shell is composed as well.

6 Conclusions

The results of this paper should be considered in the context of the approach
to the non-linear theory of shells developed by the first author in [16]. Formu-
lation of the shell problem contained therein exhibits some advantages over
the traditional ones, but its principal working variables are surface strains and
the height function, and such are also the final results obtained as a solution
to the boundary value problem. If displacements are of interest in a particular
shell problem, procedures worked out here may be directly applied. This, we
hope, explains the value and importance of this paper.

In particular, we have explicitly shown that in order to find the deformed
position of the reference surface of a thin shell it is enough to know only the
position of the undeformed shell reference surface, three surface strains and
one height function of the deformed surface over the coordinate plane. The
two remaining position components of the deformed surface can be found by
quadratures. We have developed here explicitly two different but equivalent
forms of the quadratures. The results are purely kinematic and valid for arbi-
trary deformation of the shell reference surface.

Acknowledgements

The paper was supported by the State Committee for Scientific Research grant
KBN No 7 TO7A 003 16.

20



References

1]

2]

[9]

W. Pietraszkiewicz. Geometrically nonlinear theories of thin elastic shells.
Advances in Mechanics, 12 (1) (1989) 52-130.

W. Pietraszkiewicz. Teorie nieliniowe powlok. In: C. Wozniak (ed.), Mechanika
Sprezystych Plyt 1 Powlok., vol. Part 4.2. Wydawnictwo Naukowe PWN;
Warszawa (2001), pp. 424-497.

W. Pietraszkiewicz and M. L. Szwabowicz. Entirely Lagrangian nonlinear
theory of shells. Archives of Mechanics, 33 (2) (1981) 273-286.

W. Pietraszkiewicz. Lagrangian description and incremental formulation in the
non-linear theory of thin shells. Int. J. Non-Linear Mechanics, 19 (2) (1984)
115-140.

M. L. Szwabowicz. Variational formulation in the geometrically nonlinear thin
elastic shell theory. International Journal of Solids and Structures, 22 (11)
(1986) 1161-1175.

B. Schieck, W. Pietraszkiewicz, and H. Stumpf. Theory and numerical analysis
of shells undergoing large elastic strains. Int. J. Solids and Structures, 29 (6)
(1992) 689-7009.

J. G. Simmonds and D. A. Danielson. Nonlinear shell theory with finite rotation
and stress-function vectors. Journal of Applied Mechanics, 46 (1972) 1085—
1090.

W. Chien. The intrinsic theory of thin shells and plates. Part III - Application
to thin shells. Quarterly of Applied Mathematics, 2 (2) (1944) 120-135.

D. A. Danielson. Simplified intrinsic equations for arbitrary elastic shells.
International Journal of Engineering Sciences, 8 (1970) 251-259.

[10] W. Pietraszkiewicz. Finite rotations in the nonlinear theory of thin shells. In:

W. Olszak (ed.), Thin Shell Theory: New Trends and Appliactions, vol. 19 of
CISM Courses and Lectures No. 240, pp. 155-208. International Centre for
Mechanical Sciences, Springer, Wien (1980).

[11] S. Opoka and W. Pietraszkiewicz. Refined intrinsic equations for non-linear

deformation and stability of thin elastic shells. Int. J. Solids and Structures.
Submitted.

[12] J. G. Simmonds. Some comments on the status of shell theory at the end of

the 20th century: complaints and correctives. NASA/CP-1998-206280 (1998)
9-18.

[13] A. Libai and J. G. Simmonds. The Nonlinear Theory of Elastic Shells.

Cambridge University Press, Cambridge, second edn. (1998).

21



[14] M. L. Szwabowicz. Compatibility of rotations with the change-of-metric
measures in a deformation of a material surface. In: W. Pietraszkiewicz (ed.),
Finite Rotations in Structural Mechanics., vol. 19 of Lecture Notes in Engng,
pp. 306-316. Springer, Berlin (1986). Proceedings of the Euromech Colloquium
197, Jablonna, Poland, 1985.

[15] P. G. Ciarlet and F. Larsonneur. On the recovery of a surface with prescribed
first and second fundamental forms. J. Math. Pures Appl., 81 (2002) 167-185.

[16] M. L. Szwabowicz. Deformable surfaces and almost inextensional deflections of
thin shells. Habilitation thesis, Zeszyty Naukowe IMP PAN Nr. 501/1490/99,
Gdansk (1999).

[17] G. Darboux. Legons sur la Théorie Général des Surfaces, Troisiéme Partie.
Gauthier-Villars, Paris (1894).

[18] P. Hartman and A. Wintner. Gaussian curvature and local embedding.
American Journal of Mathematics, 73 (1951) 876-884.

[19] M. P. do Carmo. Differential Geometry of Curves and Surfaces. Prentice Hall,
Englewood Cliffs, N.J (1976).

[20] M. Spivak. A Comprehensive Introduction to Differential Geometry. Publish
or Perish, Berkeley, second edn. (1979).

[21] A. Hoger and D. E. Carlson. Determination of the stretch and rotation in polar
decomposition of the deformation gradient. Quarterly of Applied Mathematics,
42 (1) (1984) 113-117.

22



