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Chapter 1

The proxy tools to
determine the
paleoproductivity in the
marine environment:
An overview
Dhanushka Devendra

Institute of Oceanology, Polish Academy of Sciences,
Powstańców Warszawy 55, 81-712 Sopot, Poland
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2 CHAPTER 1. THE PROXY TOOLS …

1.1 Introduction

A firm knowledge of how current ecosystems have evolved and their
long-term natural variability is necessary to comprehend our cur-
rent environment better and forecast future changes. In order to
achieve this, we’ll need to rely on environmental archives like mar-
ine sediments, which store paleoenvironmental information in the
form of physical, chemical, and biological proxy records. A large
number of analytical methods have been developed last few dec-
ades, providing further insight to achieve these records. Despite
the many methods, further development of proxies and their ana-
lytical methods is still required to obtain a detailed understanding
of paleoenvironmental changes. This is especially true for the newly
developing proxies such as ancient sedimentary DNA [1, 2] and also
for classical microfossil proxies, where the ecological preferences of
some individual species are still unknown [3, 4].
Paleoproductivity is a prominent topic of paleoceanographic stud-
ies because it accurately traces the significant variations of ancient
ocean circulation, and nutrient distributions, as well as the history
of the oceanic carbon cycle and carbon burial. The modifications
of ocean circulation resulted in a change in the vertical burst of car-
bon and nutrients and caused a limitation of primary productivity
in both the surface waters and the deep ocean [5–7]. As the deep
ocean is the largest reservoir of CO2, variations in ocean circulation
and changes in primary productivity lead to an imbalance in atmo-
spheric CO2 concentration on the glacial/interglacial time scale [8].
Organic productivity is a critical determinant of ecological dynam-
ics, environmental redox conditions, and the cycling of carbon, ni-
trogen, phosphorus, and other nutrient components in all marine
environments. Single-celled phytoplankton is the dominant primary
producer in the modern open ocean in the uppermost mixed layer.
Several modern studies explained the complexity of the influx of
organic matter from the surface organic production to the deep
ocean which varies both seasonally and geographically [9–11]. The
particle flux, also known as the biological pump, is a key player in
the biogeochemical cycles of many elements, including carbon. It
also serves as the primary food source for life in the ocean’s interior
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and, to some extent, regulates the ocean’s uptake of atmospheric
carbon dioxide and the spatial patterns of ocean primary productiv-
ity. Primary and export productivity may be high in places with
intense vertical mixing. However, biological pumping to sediments
may be limited because microbial action and grazing lead to the
remineralization of organic materials in the water column. The bio-
logical pump regulates the quantity of organic carbon that can be
sequestered into sediments from the atmosphere-ocean system [12]
(Fig. 1.1). The amount of organic matter that is available to be
buried as organic carbon in the sediment is a function of the rate of
production and bottom export, and further, the dominating type of
microbial degradation and its duration relative to sediment burial
rate. Furthermore, the organic matter has a relatively short re-
tention time in the water column, and the relative proportion of
output that is reaching the sediment surface is high. However, it is
well known that about 10% of total surface productivity leaves the
euphotic zone and is transported to the bottom sediments [13].
Subsequent studies used marine sediment cores to address past pro-
ductivity changes in the oceans. Deep marine sediments contain
various biological and geochemical proxies, which have been ex-
tensively used to reconstruct the paleoproductivity, including meth-
ods based on C and N isotopes, organic biomarkers, trace metal
abundances, and indicator foraminifera species [13, 14] (Fig. 1.2).
Though, a variety of environmental factors affect each proxy, in-
cluding temperature, redox conditions, and ocean circulation, as
well as elements that influence the composition of marine ecosys-
tems [13]. Therefore, estimating paleoproductivity using various
proxies is generally recommended.
Paleoproductivity in the Nordic Seas differs from the tropical and
temperate regions. Nordic Seas are mostly colder, some parts
covered with sea ice, which furthers the under-ice algae bloom de-
velopment. It is also a frontal zone where Atlantic and Arctic wa-
ter meet, and there is always a productivity hotspot at the border
sites. The melting glacier (Greenland Ice Sheet now, e.g., Svalbard-
Barents Ice Sheet in the geological past) and icebergs release nutri-
ents (e.g., iron and phosphorus), boosting the surface water primary
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production. This chapter provides a short review of reliable proxies
to estimate past surface productivity, widely used in Nordic Seas
during the last few decades.

Fig. 1.1: Schematic illustration of the biological pump in the ocean
water column. The pump moves organic carbon into deep water
layers and buries the sediments from primary production.

1.2 Paleoproductivity proxies and their ap-
plications

Investigating components that reflect nutrient changes is a typical
indirect method to reconstruct paleoproductivity. However, due
to the difficulties of discovering primary producers that have de-
composed throughout the depositional process, primary paleopro-
ductivity can only be estimated using a few reliable proxies. Hence,
we have focused on the following major proxies which are used to
estimate paleoproductivity accurately in the Nordic Seas.
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1.2.1 Organic geochemistry

Total Organic Carbon (TOC)

Organic carbon, the single most abundant component in organic
matter, is the most direct indicator of productivity [15–17]. The
majority of organic carbon in sediments comes from sinking organic
material produced on the surface ocean, with a small amount of ter-
restrial organic carbon in some coastal marine environments [18].
However, in most marine environments, a huge amount of organic
carbon is decomposed by bacterial activity (respiration), signific-
antly reducing the amount of organic materials reaching the bot-
tom [18, 19]. Canfield [16] and Müller and Suess [20] estimated that
about 0.1% to 10% of surface production survived to be reached the
sediment-water interface and was further lost by anaerobic respira-
tion at the bottom.
TOC has been used in several presents and ancient marine sediment
studies to reconstruct primary productivity [21–23]. Low TOC is
regarded as a direct result of low paleoproductivity, whereas high
TOC is thought to be associated with high paleoproductivity. The
use of TOC as a paleoproductivity proxy depends on a predomin-
antly marine supply of organic matter and favorable circumstances
for sediment preservation. However, the TOC content of the sed-
iments is a function of surface productivity, the preservation of
organic carbon in the water column and sediments, and the di-
lution of organic carbon from biogenic materials within the sedi-
ments [16]. Because organic carbon is typically a small component
of marine sediments and only a small fraction of primary produc-
tion is preserved, small changes in organic carbon preservation can
significantly impact the sediment’s TOC concentration [24] . Even
if surface water primary productivity is high, TOC in the sediment
may be low due to aerobic bacterial respiration within the water
column and oxygen-rich sediments [25] .
Also, TOC accumulation rates are highly used to reconstruct the
paleoproductivity. In many aerobic and anaerobic environments,
TOC accumulation rates may be a better proxy to estimate primary
productivity as it is more independent from sedimentation rates.
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TOC accumulation rate = TOC content×
× Linear sedimentation rate × Dry bulk sediment density

(1.1)

Barium (Barite and biogenic Barium)

In seawater residence time of the barium is relatively short (about
10 kyr). The profile of barium in seawater closely resembles that
of silica. The river runoff is the principal source of Ba in the mar-
ine environment, and the primary sink of Ba in marine sediments
is burial as barite (BaSO4). Sinking organic materials transports
a significant portion of the barite burial influx to the sediment-
water interface, resulting in local Ba enrichment of the sediment.
Dymond, Suess [26] used sediment trap data to show a strong correl-
ation between Ba fluxes and organic carbon. Thus, this is referred
to as biogenic barium, where the Ba is associated with sinking or-
ganic matter flux [26].
The significant correlation between the production of authigenic
barite and the degradation of organic matter in contact with sea-
water, which is the source of biogenic Ba, is attributed to the utility
of biogenic Ba as a productivity proxy [27]. The mineral barite is
relatively resistant to dissolving and has a high burial efficiency
under oxic to suboxic conditions, making it an ideal proxy for
calculating export production in non-reducing paleoenvironment.
Furthermore, even in reducing conditions where barite retention
is comparatively low, the substantial flux of biogenic Ba to the
sediment-water interface can serve as a useful paleoproductivity
proxy. Therefore, barite and biogenic Ba have been extensively
used to reconstruct the paleoproductivity for different periods, in-
cluding the modern, Quaternary, Paleogene, and Cretaceous. How-
ever, the use of Ba as a proxy for paleoproductivity estimation has
its limitations. Hydrothermal overprinting can affect Ba contents
in sediments, leading to false paleoproductivity interpretations.
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Organic phosphorus

Phosphorus is a structural and functional component of all organ-
isms, making it essential for marine phytoplankton growth [28]. The
majority of phosphorus in marine sediments comes from organic ma-
terials, while detrital phosphorus (terrigenous) accounts for around
20% of total phosphorus [29]. Phosphorus burial records in marine
sediments have been used in many studies as direct indications of
paleoproductivity and climatic implications through the nutrient
and CO2 relationship. In the modern oxygenated Ocean, a large
fraction of burial organic phosphorus to sediment is remineralized.
A considerable fraction of both organic and element-bound phos-
phorus is released to sediment pore waters, the majority of which
diffuses back into the water column [30].
The phosphorus accumulation rate has been used as an excellent
proxy to reconstruct the paleo export productivity and organic car-
bon burial into the sediment [31] (Fig. 2). Many studies have also
discovered that the rate of phosphorus accumulation in modern
oceans is closely related to underlying export productivity and or-
ganic carbon burial in newly deposited sediments [32].
In most upwelling regions, Sulfur-oxidizing bacteria utilize some of
the pore water phosphorus under anoxic conditions, resulting in the
formation of phosphorites. Therefore, phosphorites in the sediment
record are associated with high organic carbon levels and have been
connected to high-productivity areas like upwelling zones. However,
on the other hand, physical sedimentary processes can produce and
increase phosphorite availability in the sediments. Therefore, it
has been suggested that for the paleoproductivity interpretations,
phosphorus must be used with the other proxies to reconstruct pa-
leoproductivity accurately. According to Szymczak-Żyła, Krajew-
ska [33], phosphorus is one of the most reliable and extensively used
productivity proxies.

Organic biomarkers

Biomarkers have been widely used to reconstruct paleoproductivity
changes since they are produced by specific organisms and are well
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preserved during sedimentation and early diagenesis [33]. The rate
of accumulation of chloropigments, for example, has been employed
as a molecular indication of overall [34]. This technique is based
on the fact that chlorophyll-a, one of the photosynthesis pigments,
is found in all photosynthetic organisms (aerobic) and is the most
common chlorophyll type in the ecosystem. The pigment content
in sediments is influenced by a variety of factors, including primary
production, sedimentation, post-depositional processes, and pig-
ment stability. Due to depletion during water column transforma-
tion and diagenesis within the sediment, less than 1% of chlorophyll
production is generally preserved in marine sediments [35]. Hence,
early consideration of chloropigments as a proxy to estimate pa-
leoproductivity was narrow due to this uncertainty. However, some
studies reveal that the pigment is an excellent proxy for reconstruct-
ing paleoproductivity, as pigment accumulation rates correlate well
with productivity indicators [34]. Thus, chloropigments have been
applied for reconstructing paleoproductivity [33, 36].
Lipid biomarker distributions in sediments can reveal important de-
tails about the origin and transport routes of organic matter OM as
well as oceanographic conditions [37]. Depending on the nutrition
levels of the surface waters, different phytoplankton groups con-
tribute lipids to the primary produced OM [37]. Because of their
strong resistance to degradation and diversity of molecular struc-
tures, sterols are an excellent lipid biomarker that might be used to
detect organic matter sources [38]. In different marginal seas, the
contents and quantities of certain sterols in sediment cores have
been frequently employed to show temporal changes in paleopro-
ductivity and phytoplankton community structure.

1.2.2 Phytoplankton derived alkenones

The efficiency of the biological pump was controlled by phytoplank-
ton, which is a major contribution to marine primary productivity.
Alkenones are formed from the Prymnesiophyceae class of marine
phytoplankton; in cold, polar seas, they are only found in the cocco-
lithophorid Emiliania huxleyi [39]. E. huxleyi adjusts the chemical
composition of its cell membranes in response to changes in water
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temperature. Because more of the C37:4 alkenone and less of the
C37:2 are synthesized in colder temperatures, the percent C37:4 in-
dex can be used to qualitatively reconstruct the extent of the past
Arctic Water mass. Furthermore, total C37 alkenone concentration
(measured as C37 alkenone per gram in sediment) corresponds with
other sea productivity indicators (e.g., TOC) and will be utilized as
a qualitative proxy for reconstructing the marine paleoproductiv-
ity. The use of alkenones as paleoproductivity markers, like TOC
and many other lipids and pigments, depends on the consistency
of preservation conditions during the study period. Alkenones are
useful indicators for this purpose because of their strong resistance
to degradation compared to other lipids.

1.2.3 Foraminifera

Benthic foraminifera indicator species

Foraminifera are the most prevalent benthic microorganisms pre-
served in the fossil record, and they dominate present meiobenthic
communities [40]. In the faunal pattern of benthic foraminifera, ac-
curate information about environmental changes is recorded.
Benthic foraminifera faunas have been extensively used to recon-
struct environmental changes in the geological past [7, 41–43]. Des-
pite the number of factors that influence the abundance and distri-
bution of benthic foraminifera, the quality and quantity of organic
matter, mainly originating from surface production, is considered
a major factor. Because different benthic foraminifera species have
different preferences for food availability (Tab. 1.1), their ecology
is broadly used to reconstruct past productivity. As an example,
Mackensen, Fu [44], and Lutze and Coulbourn [45] explained the
term ”high productive groups” of species observed in highly pro-
ductive areas along the continental margins. Furthermore, because
foraminiferal biomass is strongly tied to organic matter inputs from
surface productivity, the overall abundance of benthic foraminifera
can be applied to reconstruct paleoproductivity [46].
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Tab. 1.1: The distinctive species assemblages are typically found in
areas with different conditions of organic matter (OM) inputs.

Species OM preferences Reference

Bulimina aculeata Limited input of phytodetritus, [47]
an intermittent flux of organic carbon

Cassidulina laevigata High organic matter input [48]
Cibicidoides wuellerstorfi A reduced flux of organic matter to the ocean bottom [44, 49, 50]

Melonis barleeanum Adapted to degraded organic matter [51, 52]
Alabaminella weddellensis More continuous aggregates of phytodetritus input [53]

Epistominella exigua More continuous aggregates of phytodetritus input [53]

Uvigerina peregrina The continuous flux of organic carbon; [45]
High surface productivity

Nonionellina labradorica Known to feed on fresh phytodetritus [54, 55]
and is indicative of high-productivity environments

Islandiella spp. High surface productivity at oceanographic fronts [56]
Cassidulina reniforme High surface productivity at oceanographic fronts [56]

Benthic foraminifera accumulation rate (BFAR)
BFAR has been used as a reliable proxy for estimating past carbon
fluxes (export productivity) to the seafloor from surface produc-
tion [57–59]. Organic compounds produced in the photic zone and
exported to the sediments are consumed by benthic foraminifera on
the bottom. In sediments deposited above the lysocline, the num-
ber of benthic foraminifera produced per unit of space and time
depends on the water depth and the supply of organic carbon [60].
Planktic foraminifera and calcareous fossils dissolve at depths below
the carbonate compensation depth, benthic foraminiferal counts per
gram of bulk sediment increase, and benthic foraminifera become
relatively abundant. Moreover, carbonate compensation depth in
most oceans is over 5000 m [61], and most benthic calcareous fo-
raminifera dissolution is excluded. The use of BFAR as a productiv-
ity proxy is based on the concept that the availability of organic
carbon influences the quantity of benthic foraminifera generated
per unit area and unit time to the seafloor and organic carbon is
a reflection of photic zone production [62].
BFAR [N/(cm2·yr)] can be calculated for counted samples using
benthic foraminifera number (BFN) [N/g], linear sedimentation
rate (LSR) [cm/yr], and dry bulk density (DBD) [g/cm3].



1.2. PALEOPRODUCTIVITY … 11

BFAR = BFN ∗ LSR ∗ DBD (1.2)

Planktonic foraminifera

Some planktonic foraminiferal species have been identified mainly
in high-productivity areas, but others avoid or cannot thrive in
bloom environments. Some species have been identified as high
productivity indicators [63, 64]. In higher latitudes, left-coiling
Neogloboquadrina pachyderma indicates productive upwelling cold
water [65]. In low latitudes, common productivity indicator spe-
cies include Neogloboquadrina dutertrei, Globigerina bulloides, and
Globorotalia tumida, while Turborotalita quinqueloba indicates high
productivity in temperate latitudes. Thus, the percentage abund-
ance of productivity-indicating species provides insight into vari-
ations in surface productivity changes at the time of sedimentation.

1.2.4 Foraminiferal geochemistry: Stable carbon iso-
tope (δ13C)

Carbon, which exists in two stable forms, 12C and 13C, is essen-
tial for all life on Earth. The carbon isotope ratio (13C/12C) of
foraminifera tests is defined as δ13C in ‰ PDB units. The δ13C in
the water is controlled by a complex process of CO2 exchange with
the atmosphere, removal of carbon in solids by primary production,
and resupply to the water by degradation and decomposition at the
subsurface and bottom waters. Photosynthesis removes the 12C by
converting it to organic carbon, and 13C tends to be left behind.
Thus, during the highly productive seasons, δ13C values in the sur-
face water are more positive and accurately recorded in the plank-
tonic foraminiferal tests [66, 67]. Hence, planktonic δ13C is widely
used as a proxy for past surface water productivity (Devendra et al.,
under review). More positive δ13C values in planktonic tests reflect
high surface productivity, as the enrichment in 13C due to rapid use
of 12C through the photosynthesis on the sea surface.
The organic matter rained down from the surface and underwent
degradation and decomposition processes at deeper depths. Con-
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sequently, 12C at the bottom increased, resulting in lower δ13C val-
ues in bottom waters. Therefore, more negative values of δ13C in
benthic foraminifera (mostly Cibicidoides wuellerstorfi) tests indic-
ate enhanced organic matter input from surface production [68].
Thus, foraminiferal δ13C can be used as an excellent proxy to re-
construct the changes in paleoproductivity [69].

δ13C ‰ = Ratio(sample) − Ratio(standard)
Ratio(standard) × 1000 (1.3)

Fig. 1.2: Schematic diagram of the stages of the biological pump
and usable paleoproductivity indicator proxies as described in the
text.
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1.3 Summary

Organic matter (OM) concentrations in sediments represent only
a small portion of the total primary productivity in ocean surface
waters. Export productivity refers to the portion of phytoplankton
biomass that manage to survive from the water column’s generally
efficient recycling system (organic C sinking flux). Following fur-
ther degradation during passage through the water column, this
substance is delivered to the sediment-water contact. Only around
10% of total productivity leaves the euphotic zone in normal oceanic
environments.
Several novel proxies for reconstructing paleoproductivity condi-
tions in the global ocean have been created in the last few dec-
ades. Some classical proxies, such as TOC and carbon isotope of
foraminifera provide direct information about surface water pro-
ductivity. However, some naval proxies (e.g. alkenone and lipid
pigments) have been fit specifically higher latitudes, but the major-
ity of paleoproductivity proxies have been successfully corrected to
the higher latitudes after the important calibrations.
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2.1 Introduction

One of the first applications of underwater photography was for sci-
entific purposes. This goes back to the French zoologist and marine
engineer Louis Boutan who at the end of 1890s designed a series
of apparatuses specifically for either long-exposure or instant un-
derwater photographs, at depths down to 7 m [1, 2]. Much has
changed since then, when both the photography apparatus and the
diving suit (i.e., Denayrouze Charles Petit Modele 1889 diving hel-
met) were incredibly heavy and cumbersome [3]. Current technolo-
gies enable marine scientists to access a bewildering array of equip-
ment, methods, software, and certainly, depths; hence, the resulting
approaches are numerous. Moreover, in recent decades most tech-
nological development has focused on the deep sea (>500 m) [4],
meanwhile sampling efforts operated by divers in the shallows are
assessed with relatively less intensity [5].
Long-term underwater experiments are valuable, inter alia, for the
capacity of normalising the influence of cyclical variability patterns
on natural systems (e.g., seasonal, and decadal oscillations). Mon-
itoring efforts collect archive information of indisputable value, es-
pecially when assessed from the endpoint [6, 7]. However, analysing
archive ecological information requires robust and repeatable pro-
cessing protocols and well-designed downstream analyses. Available
technology for automation processes is rapidly developing and con-
stantly evolving, and although establishing the workflow may re-
quire trial–error feedbacks, it can be a more efficient process in the
long run. In this sense, marine scientist opting for the latter rely
on technology both for input acquisition (photography gear and its
specs), and during the process (image processing pipeline).
The aim of the present chapter is to assess preliminary outputs and
to provide a comparative insight of the optical imagery specifica-
tions and settings used to monitor a specific underwater experiment
throughout 12 years. This is part of the first stage’s (image pro-
cessing) quality assessment of a project dealing with the marine
succession in a rapidly changing environment in the high-Arctic
shallows (78◦N).
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2.2 Scientific and technical background

2.2.1 Studying change in marine benthic assemblages

Many processes across Earth systems are changing at unpreceden-
ted rates attributable to climate change. The Arctic is considered
as the most rapidly warming region globally [8]. Biological re-
sponses to disturbances depend on several interacting factors, there-
fore, it is key to evaluate them at the proper spatiotemporal scale
and compare it to baseline knowledge. Ecological and biological
long-term monitoring serves to recognise natural variability from
other changes in the biocoenosis. Shallow hard-bottom habitats
are both relatively accessible and suitable for examining interac-
tions between, and responses of the assemblages to the surrounding
physical environment [9]. For benthic assemblages, dispersal of lar-
vae, recruitment, competition, facilitation, and predation integrate
an intertwined and complex process [10]. Here, recruitment is fun-
damental since it determines the establishment, diversity (either
inhibit or facilitate the settlement of other species), and persist-
ence during the whole process of ecological succession in benthic
assemblages [11]. To study this, artificial settlement panels have
been widely used in different marine regions since the second half
of the last century [7, 12–14]. Until recently, polar regions have
been comparatively less studied in such way.
Photo and videography are being increasingly used to study marine
habitats at wide latitudinal and bathymetrical ranges [4]. However,
the infralittoral and shallow circalittoral zones are the most access-
ible to divers to undertake direct observations/annotations, conduct
sampling and acquire optical imagery. Furthermore, photograph-
ing panels underwater can arguably be considered a less invasive
approach for long-term study of epibenthic assemblages [15].

2.2.2 Parameters when using underwater photo-
graphy as a tool for ecological research

In underwater photography, the reduction of water column volume
between the sensor and the object is most desirable. However, there
are fundamental interacting parameters that influence on the res-
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ulting optical image, most of which can be modified by the photo-
grapher to obtain a ’good’ light exposure (Fig. 2.1).

Fig. 2.1: The light-exposure triangle showing the fundamental
interacting parameters in photography. Common terminolo-
gies are shown on spectra ends, the effects on the output
are shown in bold together with the influence on light intens-
ity (. symbol size). Adapted from BrentMail Photography
(https://brentmailphotography.com/).

Prioritising one parameter means a trade-off between the others.
The following three parameters can be modified on site, depending
on the light availability.

– Aperture/f -stop (and depth-of-field). The f -stop or f -number
stands for the relation between the aperture (ϕ) and the fo-
cal length of the lens [16], so that f 22 means that ϕ = 1/22
of the lens focal length (in mm). The most depth-of-field
is achieved (i.e., more ’layers’ in focus) at the lowest aper-
tures (small f -stop, e.g., f 22) (Fig. 2.1). However, smaller
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diaphragm aperture also means less light reaching the sensor,
therefore artificial lighting is required to achieve better res-
ults. Furthermore, the sharpness (i.e., resolving power, the
smallest detail that can be detected) is not uniform at all
apertures. The aperture at which the sharpness is the highest
is commonly known as the lens ’sweet spot’ and this is usually
two- or three-stops from the maximum aperture (e.g., f 5.6 is
the sweet spot for a f 2.8 lens, Fig. 2.1).

– Shutter speed. This refers to the length of time for which
the shutter remains open and photons can reach the image
sensor. Most photographs are taken at fractions of a second
(e.g., ’1/100 s), but long-exposures can also occur (e.g., slower
than 1 s), however, these are less used in underwater photo-
graphy. This parameter is important especially when using
external light sources. Although video (continuous) lights are
useful for both videography and photography, strobe-lights
(flashes or flashguns) are the most recommended for the latter
for its ability to ’freeze’ motion. External strobes are connec-
ted to the camera either via optical-fibre cables or electrical
cords, further, to properly synchronise the components it is re-
quired to consider that mechanical shutters have a maximum
shutter speed; this is called the strobe ’sync speed’. For most
cameras 1/200–1/250 s are commonly the maximum strobe
sync speeds.

– ISO. It refers to the sensitivity of the digital camera sensor
to light (the term derives from film-photography). ISO influ-
ences the sharpness of the photograph, so that noise (grains)
increases at higher ISO. It is of common thought that the
lower the ISO the better quality, nevertheless, modern cam-
eras are being designed for low-light conditions without im-
pacting on the output.

When shooting on Manual mode, the photographer has total con-
trol on these parameters. However, there are also Semi-manual
exposure modes where the camera’s internal metering system se-
lect the value of the corresponding complementary parameter to
obtain a correct exposure. It can either be aperture-priority (A) or
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shutter-priority (S).
In digital photography crop factor is a parameter regarding the
sensor size relative to a 35 mm-film format. Therefore, cameras with
full-frame sensors are not subjected to this. This is a parameter
related to the final magnification ratio (see below).
The following properties are fixed to the lens model (optical com-
ponent), hence cannot be modified on site.

– Focal length (FL). This refers to the distance (in mm)
between the sensor and the centre of the lens. The shorter
the focal length, the wider the coverage, small FL are called
wide-angle lenses (35 mm or shorter), while larger FL are
called telephoto lenses. The latter can be short- (85-135 mm),
medium- (135-300 mm), or super-telephoto lenses (>300 mm).
In the middle range, between wide-angle and tele lenses, macro
lenses can be found between 30-110 mm. Lenses can also be
either prime (single FL) or zoom lenses (a range of FL). Al-
most all macro lenses are prime lenses.

– Magnification (reproduction) ratio. Assuming the use of a full-
frame sensor, macro lenses are optimal for optical-based image
acquisition since the aberration is kept to a minimum and the
user can be sure of the 1:1 (one-to-one) magnification ratio.
Magnification refers to ”the real size of the subject compared
to the size at which the subject is recorded on the sensor” [16],
hence macrophotography is such when the subject is either the
same size (’life-size’) or greater in reality than on the sensor.

In littoral zones the underwater photographer will deal also with
further factors of the surrounding environment. These are related
to both light penetration and suspended particles.

– Turbidity. It is the reduction of water clarity because of
the presence of suspended particles scattering or absorbing
light [17]. Suspended matter is often more abundant in shal-
low environments that are subject to the influence of tides,
winds, glacier- and riverine inputs [18] and because of the on-
set of spring blooms in fjords [19]. The trim, balance, and
propulsion of the underwater photographer are also contrib-
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uting factors to avoid further resuspension of particles; thus,
peak-performance buoyancy and proper kicking techniques
are desirable skills.

– Backscatter. Is the lighting up by external light of the particles
suspending in the water column between the subject(s) of in-
terest and the lens.

2.3 Methodical considerations

2.3.1 Experimental design

The experimental apparatus setups were deployed at two depths
(6 and 12 m) and two sites (S1 and S2) in Isfjorden, the largest
fjord of Spitsbergen (Fig. 2.2), to monitor ecological changes in the
high-Arctic (littoral) zone.

Fig. 2.2: Deployment sites of the long-term experiment. (a) Arc-
tic realm, (b) Svalbard archipelago, (c) Isfjorden showing sites
S1 and S2.

The apparatus consisted of a set of 12 High Impact Polystyrene
(HIPS) panels (3 rows x 4 columns), Fig. 2.3(a); described in detail
in [15]. The colonisation component of the study (short temporal
scale) consisted of the removal of the three panels from the first
column after 1 year. to be photographed at surface and dried for
further analysis under the stereo-microscope. The remaining nine
panels were periodically revisited and photographed in situ to es-
tablish the rate and mode of ecological succession over a decade,
considering different starting points (i.e., seasons). Initially, the
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numerical position of each one of the twelve panels was written on
the bakelite holding bar with permanent pen (Fig. 2.3(d)), and this
information was recorded on the logbook. The holding bar would
eventually get colonised by encrusting organisms (mainly bryozo-
ans, Fig. 2.3(d)), making it difficult to read-out the codes in situ
later. Therefore, it was critical for the underwater photographer
to use a standardised procedure during the whole decade of annual
revisits, but at the same time use some physical markers as ad-
ditional aid (e.g., plastic cable-ties and other marks, Fig. 2.3(d)).
Deployment, revisits, and recovery of the experimental set ups were
done using SCUBA diving.

Fig. 2.3: Underwater experiment setting. (a) Codification used dur-
ing the revisits (numbered panels), scale bar: 200 mm; (b) photo-
graphy of the panels in situ; (c) subpanels overlapping photographs
(4 or 6 depending on the period); (d) different approaches for or-
der recognition: using the bakelite holding bar, permanent marker
(left), erosion (middle), or cable-ties (right). Adapted from [15].

2.3.2 Underwater optical imagery

Technical specifications of the photography gear are shown
in Tab. 2.1.
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The Tokina AT-X M35 35 mm is a 9-elements macro lens; aper-
ture range from f 2.8 to f 22; minimum focusing distance at surface:
14 cm. This 35 mm focal length multiplied by the magnification
factor of APS-C sensors (1.5) gives an equivalent of 52.5 mm in
a full-frame sensor. The Nikon NIKKOR 60 mm features high-
speed Internal Focusing (IF) mechanisms that employs a Silent
Wave Motor (SWM) enabling fast and quiet autofocusing perform-
ance. Minimum focusing distance at surface is 18.5 cm. Aperture
range from f 2.8 to f 32.

Tab. 2.1: Technical specifications of the underwater camera sets
used throughout the experiment. Image sensor sizes are also rep-
resented in colour-filled rectangles for size comparison purposes.

Time period
Descriptor 2010-2014 2015-2021

C
am

er
a

Camera model Nikon D200 Nikon D810
Image sensor type RGB CCD CMOS

Image sensor size APS-C Full-frame
(23.6 x 15.8 mm) (35.8 x 24 mm)

Total pixels 10.92 37.09
(x106)
Effective pixels 10.2 (93.4%) 36.3 (97.8%)
(x106) (3.872 x 2.592) (7.36 x 4.912)
Magnification 1.5:1 1:1
ratio/factor

Lenses

Tokina AT-X M35 PRO DX Nikon AF-S Micro NIKKOR
35mm f/2.8, macro 60 mm f/2.8G ED Lens

Tokina AT-X 107 DX AF
10-17 mm f/3.5-4.5, fish-eye

Lighting (x2) INON Z-240 underwater strobe-light

H
ou

sin
g Model Subal ND200 Subal ND810

Weight (kg) 2.2 3.2
Depth rating (m) 70 80

Underwater photographs were taken using the native Nikon
Electronic Format (NEF) for highest resolution and full access to
metadata. In the context of software applications, ’native’ refers
to the file structure which the application works with during cre-
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ation, edition, or publication of a file [20]. The EXIF (Exchangeable
Image File) format information was accessed using Adobe Pho-
toshop (PS) CC; the NEF file was opened in PS(File–File Info
[or Alt+Shift+Ctrl+I ]–Camera Data). Values of interest for the
present work were those related with the underwater photography
set (cameras and lenses), and light-exposure parameters.

2.3.3 Image acquisition

Optical imagery was acquired under challenging conditions in the
Arctic fjord. Procedures, configurations, and technical aspects of
the underwater operations are provided at some extent in [21, 22].
The experimental construction required to be flipped upside down
to photograph the bottom panels (labelled as ’dół’ or ’dol’, which
were preliminarily analysed in this work).
Camera position. Position of the camera is key and should be per-
pendicular to the seabed. Because of the task-load and the required
manoeuvre of the experimental apparatus, the scientific diver opted
for not using a fixed rig, which is normally recommended to obtain
photoquadrats [6, 20, 23]. This implied a trade-off since it ulti-
mately may prevent from yielding homogeneous outputs which are
desired for semi-automated image calibration and further measure-
ments and analysis. The use of ’quadropods’ or ’sliding frames’
(Ashton GV, pers comm) reduce the variability of the distance
between the panel surface and the camera lens [24].
Positioning of the light source. This is a critical aspect to avoid
backscattering. Backscattering can be reduced by firing the arti-
ficial light sources from behind the camera and far from the lens,
using an indirect angle (light up the subject only with the edges of
the light beams), and the use of light-diffusers on the strobes.

2.3.4 Image processing pipeline

The following equipment and software were used to process and
assess the quality of the outputs.

– Laptop computers. Two different laptops were used during
the image pre-processing which enabled a further compar-
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ison between technical specifications. These are detailed on
Tab. 2.2.

– Monitor. To standardise the visual assessment and imagery-
derived outputs a Dell UltraSharp 27” 4K monitor (U2720Q)
was used as a secondary screen (Display settings–Expand im-
age) for all image processing. This monitor was set to the
recommended resolution of 3840x2160 px (4K/UHD;
ITU-T P.1204.3). The monitor was calibrated for both gamma
and contrast. Gamma refers to the mathematical relationship
between the colour channels (RGB) sent to display and the
amount of light emitted from it. Contrast determines the
clarity and level of highlights.

– Adobe Photoshop (CC 2017 and CC 2021). This is a raster
digital graphics editor where different processes can be done in
multiple layers. Workspaces can be saved in non-compressed
formats such as TIFF (Tag Image File Format) or the native
extension PSD. This software is widely used in the image in-
dustry, for either commercial or scientific purposes. It enables
the installation of plug-ins.

Tab. 2.2: Comparison of technical specifications between laptops
(personal computer, PC).

Descriptor PC1 PC2
System manufacturer Lenovo Lenovo

Model ThinkPad X1 Carbon 3rd Gen Legion 7 16ACHg6
(20BTS19J00) (82N6)

System type x64-based PC x64-based PC

Processor Intel Core i7–5600U, 2.6GHz AMD Ryzen 7–5800H,
Intel HD Graphics 520, Radeon graphics,

2 cores, 4 logical processors 8 cores, 16 logical processors
(threads) (threads)

Physical memory (RAM) 8 GB 32 GB (DDR4, 3200MHz)
Solid state drive (SSD) 256 GB 512 GB

Graphic card memory Intel(R) HD Graphics 5500 GeForce RTX 3070 165 Hz
0.95 Hz 8GB GDDR6

Graphics display (screen) 1920 x 1080 (Full HD) 2560 x 1600 (WQXGA)
resolution

Screen size (diagonal) 14” 16”
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The proposed workflow utilised for the set of underwater photo-
graphs is detailed in Fig. 2.4. The input is described as the pre-
paration of the photo-files prior the photomerging process (PhM)
where recommendations are given for easier location and handling
of the files. The output includes the photomerged images and their
further handling prior the next step (i.e., image analysis pipeline,
not described in the present work).

Fig. 2.4: Proposed image workflow prior the image analysis pipeline.

Spatial calibration

In digital imagery a pixel (px) is defined as the ’smallest address-
able (controllable) element in a (raster) image’ [25]. The number of
both, the total and effective pixels, are standard for different cam-
eras (sensors), and this is a critical value defining the specs (1 Mega-
pixel = 106 px). Spatial calibration is a fundamental step in the
image processing pipeline since it enables accurate measurement of
attributes such as spatial cover [26]. Spatial calibration is a basic
task most image-analysis software have (e.g., ImageJ, photoQuad,
CPCe, Fovea Pro), however, most users are not aware of the calib-
ration and measurement tools in Adobe Photoshop (PS). As men-
tioned in the previous section, distance from the camera operator to
the object was not constant, therefore customable calibration pre-
sets available in PS could not be applied. The quality of optical im-
agery outputs can also be further assessed through measurements,
to this end, spatial calibration is necessary. Manual calibration
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(px to mm) had to be done by the user instead, either using the
bakelite holding bar (20 mm) or the HIPS panel length (150 mm)
as fixed measurements for reference. Calibration was done obtain-
ing the mm-equivalent (in px). For any measurement, Window–
Measurement Log–Record Measurement command was used in PS.

Photomosaics

(Underwater) photomosaics can be built in PS [24, 27, 28]. How-
ever, none of the studies above mentioned the automation of this
process. For current versions of Adobe Photoshop (Adobe Creative
Cloud–CC) this is now possible with the PhotomergeTM command.
Photomerge is an image-transformation process which combines
(merges) several photographs into a continuous image (i.e., a pan-
orama). To void problems at the processing stage, photographs
should be taken ideally using one focal length and one exposure,
avoid position changes and severe tilting (oblique angles, i.e., the
difference in the angle of the substratum relative to the plane of the
camera lens [29]), avoid using distortion lens, and make sure there
is enough overlap in selected images (Fig. 2.3(c), Fig. 2.6(a)). This
command is not only useful to build panoramas, but it also enables
to merge photographs with different exposition (multi-exposure high-
dynamic range–HDR), if needed. Photomerge is a JavaScript (.jsx)
stored as a preset in PS documentation. The software Visual Studio
Code 1.65.2 was used to access the script. Photomerge is a 1230
lines-long script (see Fig. 2.5, top). To photomerge a series of photo-
graphs click File-Automate-Photomerge in PS. Once the source files
(layers) and desired options are selected, the script runs through the
following process: layers alignment (and vignette removal)-output
generation-blend selected layers based on content-layer generation-
seamless composition generation. The duration of the photomer-
ging process will depend both on the size of the images, and the
image-processing capacity of the computer (Tab. 2.2). The stitching
quality was assessed by zooming-in and by (de)selecting different
layers.
If the ’Geometric Distortion Correction’ box was not ticked (Fig. 2.5,
bottom right) this can be done to each file when importing:
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Filter–Lens Correction [or Shift+Ctrl+R], selecting either (or all)
’geometric distortion, chromatic aberration, vignette’; selecting the
camera brand and model, and selecting the correct lens model. Dis-
tortion can be further corrected with the photomerged file: select
layers to correct, go to Edit–Transform–Distort. Corners can be
modified correspondingly, to form right angles.

Fig. 2.5: Photomerging (PhM) in Adobe Photoshop CC (2017 or
2021). Top: comment lines (299–314) taken from Photomerge.jsx
(JavaScript) where the layer-based panorama adjustment is de-
scribed. Script visualised in Visual Studio Code software. Bot-
tom: steps to open the Photomerge window menu (left), and selec-
ted subpanels with boxes ticked (Blend Images Together, Vignette
Removal and Geometric Distortion Correction) prior clicking OK
(which initiates the photomerging).
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Image enhancement

Basic photograph editing (i.e., ’image developing’) is recommended
to improve visibility of features and enhance overall brightness [30],
without over-editing the image. This can be done either in Adobe
Lightroom or Adobe Photoshop, by using the curves and levels
adjustments (Image–Adjustments–Curves/Levels).

Quality assessment

The registration effectiveness (ef ) was calculated as the number
of panels effectively photographed for all four experimental units
(100% = 36.yr−1; i.e., nine per experimental apparatus, two sta-
tions, two depths). The photomerging success is the percentage
of successfully photomerged panels (s), this value is dependent on
ef. For the succession experiment on down-facing surfaces, around
2034 photographs were taken: 648 (31.9%) and 1386 (68.1%) for
the first (2010-2014) and second (2015-2021) period, respectively.
During the whole experiment duration, 393 HIPS panels were pho-
tographed between 2010 and 2021 from which 304 (77.6%) were
successfully photomerged (Tab. 2.3). The ef was lower for the first
period (90%) but the photomerging success was high (s = 95%).
For the second period, ef was higher (91.7%) but the photomerging
success was considerably lower (s = 78.3%). These issues may be
attributable to both the conditions underwater, and the perform-
ance of the underwater photographer.

Time and processing demand. These parameters depended both
on the size of the (NEF) files (which depend on the camera/sensor
used), and the computer power (Tab. 2.2). When using the PC1
with files from 2010 (first period, Tab. 2.1), it would take ∼30 min
to photomerge and export (PSD, TIFF and PNG) a set of 9 pan-
els corresponding to a single underwater apparatus; i.e., ∼3 min
per panel. Processing time was considerably higher (∼9 min per
panel) when using files from 2018 (second period). However, when
using PC2, with higher graphic processing capabilities, this time
was significantly reduced to 1 min per panel.
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Tab. 2.3: Qualitative and quantitative assessment of the photopan-
els (php) image acquisition throughout the years. Single photopanel
(+/–): if image of the whole panel was taken; and the numbers (#)
of subpanels. Numbers in red indicate low, suboptimal values. Re-
gistration effectiveness (ef%) and photomerging success (s%) are
shown per year, and per period of the study.

Year Photopanels (php) Registration Photomerging
single # subpanels effectiveness (ef%) success (s%)

2010 + 4 100 100
2011 + 4 83.3 100
2012 + 4 100 94.4
2013 + 4 66.7 88.3
2014 + 4 100 91.3

2010-14 90 95
n1=162

2015 + 4, 5, 6 100 50
2016 + 4 100 50
2017 – 6 100 50
2018 + – 6 100 61.1
2019 – 6 33.3 58.3
2020 – 6 100 87.2
2021 – 6 100 94.4

2015-21 91.7 78.3
n2=231

Σ Overall n1+2=393 77.6%

2.3.5 Image analysis pipeline

The number of images acquired during monitoring efforts can be
vast, however, state-of-the-art software and technologies can be
used for implementing automation, thus reducing the processing
time in ecological research. This section aims to provide a brief ho-
rizon on analysis and techniques that could be further used during
the image analysis pipeline (an example of automated pipeline for
image processing can be found in [31]).
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Fig. 2.6: Stepwise digital construction of a photomerged panel
using the #5 at 12 m at S1 in 2020 (bottom right label:
’2020_S1-12_5Panorama’). (a) ,(b) Photomerging output obtained
from the selection of best pixels from six subpanels; (c) panel bor-
ders demarcation (150 x 150 mm); (d) internal area of interest
(100 x 100 mm) for further analysis of area cover (ind.100 cm−2)
and biological interactions (e.g., win, loss, stand-off); (e) tilt correc-
tion; and (f) image enhancement adjusting levels and curves. All
steps were done in Adobe Photoshop CC 2021.
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Functionalities from ImageJ (mostly used image-processing soft-
ware) have been gathered from PS, such as the inclusion of plug-ins
and ’macros’ (i.e., ”simple, custom programming scripts that auto-
mate tasks inside a large piece of software” [32]). Basic knowledge
on programming (e.g., creating scripts) can boost the applicability
of any software.
Scripting in Adobe Photoshop (PS). ’Scripting instead of Actions’.
In PS, Actions are customised sets of commands and tools that
enable the automation of repetitive tasks. Using scripts extend
these benefits by adding functionality which is not available in Ac-
tions [33]. The benefits of scripting include: that are easily trans-
ferrable from one computer (or workstation) to another, are more
versatile, and can be customised by the user. Scripting can be
used, for example, to automatically rename, or open photo-files.
PS supports scripts in AppleScript (.scpt), VBScript (.vbs), and
JavaScript (.jsx) languages. The latter is recommended since it
works both in Mac OS and Windows platforms, and can be written
in the free software Visual Studio Code.
Machine Learning (ML). ML is a promising artificial-intelligence
(AI) discipline that is being implemented in marine research for its
capability of dealing with large image-datasets [34–36]. ML is at
the mainstay of the image analysis pipeline. To prepare the data
there are some steps and concepts to cover first.

– Image enhancement. This refers to the improvement of visual
quality to represent ’real colours’ more accurately, compensate
lighting, and facilitate the detection of certain attributes of
interest. Image enhancement methods are reviewed in [4].
The degree of enhancement required depends on the question
raised, and the quality of available photo-files.

– Image annotation. The process of documenting what is ob-
served on the optical imagery to extract data. This data can
be qualitative or quantitative, and it is recommended to be
done by an expert (e.g., taxonomist). Image annotation is
a necessary input for training the algorithm.
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– Convolutional Neural Network (CNN). A routine based on
neural network consisting of convolutional, pooling, and dense
layers. CNN are highly effective in image recognition [37].

– TensorFlow. It is a large-scale distributed ML-platform used
to express training and inference algorithms for CNN mod-
els [38].

2.4 Summary

Monitoring efforts require systematically revisiting the experimental
unit; thus, it is critical for the underwater photographer to use
a standard sequence when photographing the panels. Placing phys-
ical markers such as cable-ties in the bars can be used for this pur-
pose.
For the underwater operations, the recommended photography gear
consists of a full-frame sensor camera, optimally with a resolution
of ≥36 MP, and a macro lens (1:1, one-to-one magnification ratio)
protected by a metal housing; and two strobe-lights.
For the image acquisition, the use of fixed rigs (e.g., sliding frame or
quadropod) is necessary to avoid variability of the distance between
the panel surface and the camera lens. It is recommended to take
≥6 subpanel photographs considering the best combination between
the spectrum of f-stop ≥16; shutter speed faster than 1/100 s, but
slower than 1/250 s (or whatever the max strobe sync speed is);
and ISO between 100 and 300. Additionally, lighting up the subject
from behind the camera only with the edges of the light-beams of
the strobes (indirect angle) will avoid backscattering, and in turn,
will produce a photograph of better quality.
More overlapping subpanels increase the final resolution of the pho-
tomerged panel (panorama); however, the overall quality of the lat-
ter (e.g., photomerging success) will depend on the consistency of
the underwater photographer. It is highly advised to register the
whole panel in a single picture to have a reference prior photomer-
ging, or to use its pixels in case photomerging subpanels is not
entirely successful.
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Although processing high-resolution images demand more from the
computer (storage space, graphic and RAM memory use and time),
the quality assessment has demonstrated that this is compensated
by the output’s resolution and yet a much better performance is
achieved with sufficient computer power.
Advancements in technological tools at both ends of the workflow
(i.e., better cameras and lenses and more refined image-processing
tools) can be promising to further explore natural environments
following a less-invasive approach and obtaining high-quality eco-
logical information. Further steps are to work on automation pro-
cesses across the image analysis pipeline: from scripting in Pho-
toshop, to automation in the identification of species on the panels
using annotation and machine-learning tools.
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3.1 Introduction

Environmental DNA (eDNA) obtained from ancient samples such
as sediments, ice or water are valuable data sources for a wide
range of disciplines in past and present biodiversity and biogeo-
graphy [1–4]. Within the field of ancient metagenomics, the num-
ber of published genetic datasets has risen dramatically in recent
years and have become an increasingly powerful tool to investig-
ate wide-ranging topics [5]. However, the ancient environmental
metagenomics remains many issues that should be to be addressed
relating to ancient DNA (aDNA) such as degraded nature, incom-
plete reference databases, sensitivity to contamination by modern
DNA [6–8]. This review aims to provide an overview of the use
of ancient metagenomics in large-scale ecological and evolutionary
studies of individual taxa and communities of both microbes and
eukaryotes and illustrate the limitations, risks, and potentiality of
this ancient eDNA research via high-throughput sequencing (HTS)
technologies. Further, paleogenetic and paleogenomics will provide
diverse insights into studying evolution and how the present world
came to be.

3.2 Ancient eDNA and environmental meta-
genomics

Generaly, eDNA was extracted from ancient samples extremely
fragmented and chemically modified depending on the sample
types [6]. Typically, the size of ancient eDNA fragments is from
70 base pairs (bp) to less than 100 bp long [9] and with ends im-
pacted by cytosine deamination [10]. Only in a few cases, where ex-
traordinary preservation such as Antarctic conditions, for example,
500 bp of aDNA were recovered from lake sediment [11], respect-
ively. These conditions generally feature anoxic, cold and dry con-
ditions [6]. In the context of isolating aDNA from environmental
samples, environmental aDNA including sedimentary ancient DNA
(or sedaDNA) is used widely and applies to DNA isolated from sedi-
mentary deposits in lake cores [12–14], marine [15, 16], cave [17–19],
ancient forest [20], permafrost [13, 21–23], tropical swamp [24],
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peat [25]. However, there is potential for many other materials
to provide information about the past via aDNA analysis as basal
ice [20], glacial soil [26], silt-soaked [27]. Analysis of aDNA datasets,
when combined with traditional proxy results, appears to comple-
ment each other, revealing a greater diversity of species than utiliz-
ing the methodologies independently [15, 28, 29]. Therefore, aDNA
should be considered as a complementary, rather than alternative,
approach to assays of more traditional established methods [3, 30].
The metagenomics of ancient environmental DNA can be broadly
defined as the study of the total genetic content of samples that
have degraded over time from several hundred to hundred-thousand
years [5, 31]. Despite an extensive application including studies
of genome reconstruction of specific microbial taxa [12, 32], host-
associated microbial communities [33, 34], and environmental recon-
structions using sedaDNA [5, 24, 35], the major source of ancient
eDNA has been almost entirely limited to inventorying taxa through
time by using DNA metabarcoding approach [15, 16, 36, 37]. Re-
cent advances of next-generation sequencing (NGS), massively par-
allel or deep sequencing technology, have the potential to radically
change this situation, from sequencing of millions of short DNA
fragments to generating datasets of genome-scale from extant and
extinct species by bioinformatics analyses [12, 13, 32, 37].

3.3 The problem of environmental ancient
DNA

Despite recent methodological strategies for aDNA extraction, Poly-
merase Chain Reaction (PCR) and/or sequencing, the study of
aDNA could be negatively affected by the applicability and the
outcome by several inherent technical issues. Part of the challenge
is the fact that ancient samples are often rare and precious materi-
als, such as low DNA quantities, DNA damage, high fragmentation,
and contamination with modern sources [6]. In general, the ancient
eDNA sample processing and analysis should be processed with
practical recommendations for ancient DNA research to prevent
contamination, reviewed in Capo et al., 2021 [35] for lake sediment
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cores and Armbrecht et al., 2019 [8] for marine sediment cores.
The current aDNA extraction protocols were not very different
from the protocols used to obtain DNA from environmental set-
tings including silica-based, alcoholic, and phenol-chloroform pro-
tocols [22, 38, 39]. For the molecular analyses, the yield and integ-
rity of the recovered aDNA obtained will influence the reliability
of subsequent results. Therefore, extraction protocols of aDNA
should be carefully considered and adapted depending on the phys-
ical and chemical properties of sediments, DNA-subtracts interac-
tion, or target organisms [8, 15, 40, 41]. Further, quick, simple
and direct DNA extraction procedures are needed for use in regular
analysis of aDNA.
DNA damage alters the base-pairing properties of individual bases
and is vastly over-represented in aDNA sequences. This increased
rate of polymerase misincorporation errors and therefore sequen-
cing errors by incorporating wrong nucleotides opposite modified
bases [42, 43]. During PCR, DNA damages cause blocking primer
binding/DNA polymerase progression, preventing the amplification
of the templates, or hydrolysis of the phosphodiester bond, result-
ing in a single-strand break [44–46]. For instance, the majority of
errors give by deamination of cytosine to uracil, which pairs up with
adenine instead of guanine, leading to thymine to cytosine trans-
itions [45–47]. However, well-characterized degradation features of
aDNA i.e., damage patterns and high fragmentation, allow us to
authenticate ’true’ aDNA sequences.

3.4 How to study ancient metagenomic

The application of several technologies, from PCR and the earlier
methods, including Sanger sequencing, to HTS, also known as Next-
Generation Sequencing (NGS) [48] for short-read (shotgun) sequen-
cing [49] or long-read sequencing, dramatically started a new re-
volution in ancient DNA research (Fig. 3.1). While traditional
PCR methods could only amplify a small number of specific tar-
get sequences, HTS combines amplification and sequencing of up
to several billions of individual DNA library templates at a time.
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DNA/RNA metabarcoding approach is an extension of DNA bar-
coding, which relies on HTS technologies [36, 50–53]. Further-
more, HTS can sequence shorter DNA fragments – shotgun [37]
and event recover whole genome sequences for the study of paleo-
genomics [12, 54, 55]. These technologies generate large quantities
of highly accurate DNA sequences at lower costs than it was pos-
sible by using first-generation sequencing technologies.

Fig. 3.1: Conceptual workflow of ancient metagenomic approach
applied to DNA preserved in environmental archives (e.g., marine
and freshwater sediment cores) to reconstruct the past diversity.

In brief in Fig. 3.1, two main approaches to the study of aDNA are
metabarcoding, the taxonomic identification of the community via
analysis of short DNA sequences of one or a few genes, and meta-
genomics, the analysis of total DNA of the community via whole-
genome sequencing. For workflow of the wet laboratory, total DNA
is initially isolated from the sample, for example, sediment cores.
Next, the DNA metabarcoding standard steps include PCR ampli-
fication, library preparation, and sequencing followed by bioinform-
atic analyses. Depending on the targeted organisms, the specific
primers are used to amplify DNA fragments, e.g., the mitochondrial
COI region [56], foraminiferal 37f hypervariable region [57–59], and
the internal transcribed spacer (ITS) region [60]. For distinguish-
ing samples during bioinformatic processing, specific tags or indexes
are added using ligation or other PCR-round. After quantification
and normalization steps, the final library is then sequenced on one
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of the various available sequencing platforms, e.g., Illumina, Ion
Torrent, PacBio, or Oxford Nanopore. In contrast, after collecting
suitable samples under the guideline of aDNA research, the wet lab
workflow for (shotgun) metagenomics can be roughly divided into
three steps: DNA extraction, library preparation, and sequencing,
without PCR.

3.4.1 Metabarcoding and its limitations

To date, most paleoecological aDNA investigations have employed
the widely used DNA metabarcoding method, usually, with a focus
on a particular organismal group [61]. DNA metabarcoding repres-
ents a molecular approach to contemporary taxonomy and identific-
ation, e.g., plant [50, 62–65], fungi [60], foraminifera [57, 58], meta-
zoan [56, 66, 67]. The PCR-metabarcoding approach uses primer
pairs to target and maximize portions of the hypervariable regions
of the phylogenetic marker genes. Amplicons from separate samples
are then given molecular barcodes, pooled together, and sequenced
by amplicon-based HTS approaches. Fragments of aDNA are ana-
lyzed with a bioinformatics pipeline and identified from environ-
mental archives, by comparison, them against sequences of reference
database taken from modern reference organisms [29, 36, 68, 69].
However, metabarcoding which is applied to environmental aDNA
is complicated by its natural degradation. The PCR-based ap-
proach for sequencing can generate incorrect sequence data from
aDNA for several reasons. The total amplified sequence count is
likely to reflect the original abundance of different DNA sequences
in the sample. Damages of aDNA could inhibit DNA polymerase
progression or prevent primers from binding to templates during
PCR. The aDNA fragments are extremely short and low-yields,
while preferential random amplification is longer or requires abund-
ant DNA molecules. As a result, a lot of PCR cycles are needed,
and false-positive findings are more frequent, and heavily biased
towards well-preserved or more abundant sequences, possibly from
present-day DNA contamination during the first few cycles [37, 70].
It can be induced predictably biased in multi-template PCR and
significantly distort the final output. To solve this problem, PCRs
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can be repeated independently and increase the total number of
replicates for each sample as well as using negative controls should
be applied [71]. This approach makes short and rare sequences
more likely to be identified than if only one replicate were used
since they are likely to be missed in a single PCR but should be ex-
pected in one or more of the repeat PCRs. Further, based on using
genetic markers in molecular studies of previous paleo-microbiome
research, the length of taxonomic marker genes is a major cause of
differential amplification resulting in a taxonomic bias in ancient
reconstructions [72].

3.4.2 Shotgun sequencing and Whole Genome Sequen-
cing

Shotgun sequencing is the untargeted (shotgun) sequencing of all
genetic material (metagenomics) present in a sample, which has the
potential to look for population genomic variation from multi-taxon
mixtures and independent of DNA fragment size [36, 72]. Compared
to metabarcoding, the shotgun approach is less subject to bias in-
troduced by laboratory processing, ever-reducing sequencing costs.
Generally, shotgun sequencing randomly breaks DNA sequences of
the entire chromosome or entire genome into many small fragments
and reassembles the sequences by computers via observing the over-
lapping sequences or regions. The shotgun approach can detect
this genomic variation of the population by utilizing extensive in-
traspecific genomic reference datasets [73, 74] or assembling de novo
genomes [75, 76]. Furthermore, the whole-genome shotgun (WGS)
method entails sequencing many overlapping DNA fragments in
parallel and then using a computer to assemble the small fragments
into larger contigs and, eventually, chromosomes within a short
period. NGS has also been used to obtain RNA and pathogen gen-
ome sequences from ancient plant remains [77]. The adoption of
NGS technologies significantly expanded the range of aDNA studies
possible, enabling the analysis of full chloroplast [54, 78], and mito-
chondrial and nuclear genomes [79, 80] from ancient samples. For
instance, chloroplast and mitochondrial genomes of single-celled mi-
croalgae (Nannochloropsis limnetica) were successfully reconstruc-
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ted from 20 000-year-old lake sediments [12].
Shotgun sequencing is a faster method and cheaper to carry out
compared with traditional sequencing. Usefully, the advent of the
shotgun approach permits statistical data analyses to detect spe-
cific substitutions that are normally present at the ends of ancient
DNA fragments, therefore confirming whether a sequence or set of
sequences is relatively ancient and not modern contamination, as
well as improving the specificity and sensitivity of taxonomic iden-
tification [81, 82]. In some cases, as for eukaryotes in sedaDNA,
if the targeted DNA is rare compared to the total genomic DNA,
producing large numbers of short sequencing reads [83] is required
to recover sufficient genetic information and perform meaningful
statistical analyses, particularly useful for aDNA analysis for its
fragmentation and degradation [84]. Usefully, the ends of older
sequences retrieved using a shotgun approach will show deamina-
tion damage, which can confirm whether a sequence or set of se-
quences is relatively ancient and not modern contamination. Al-
though whole ancient genomes are becoming more readily access-
ible, mitochondrial [13, 85, 86] or chloroplast [12, 54, 78] genomes
are an alternative choice in aDNA studies dealing with samples
with high DNA degradation, and low DNA yields. Before sequen-
cing, another alternative option applies the hybridization capture
technique [78, 87]. The constraint of shotgun sequencing might be
solved by using the hybridization capture approach before sequen-
cing to enrich the DNA of the targeted species in the samples. To
do this, small segments of DNA from the species and target sites of
interest can be used as baits, with the matching sites of interest in
ancient DNA libraries being hybridized. This technique, originally
developed for modern DNA, is commonly applied in ancient DNA
studies, particularly for use on single specimens [88] and with a fo-
cus on mammals, mostly using mitochondrial DNA [89, 90], chloro-
plast and nuclear DNA [78, 91–93], cave sediments [19], permafrost
samples [22].
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3.4.3 Bioinformatics considerations

Now the shotgun approach provides an alternative approach to
metabarcoding for determining for taxonomic and functional pro-
filing of metagenome-assembled genomes. The amount of genetic
data has risen exponentially and vast amounts of that are mostly
uploaded to and stored on public archives, for example, European
Bioinformatic Institute’s (EBI) European Nucleotide Archive
(ENA, https://www.ebi.ac.uk/ena/) or the US National Center for
Biotechnology Information (NCBI)’s Sequence Read Archive (SRA,
https://www.ncbi.nlm.nih.gov/sra). However, it brings huge chal-
lenges at the stage of bioinformatics for its analysis. A vast of bioin-
formatics tools, protocols and studies have been introduced to im-
prove efficiency in analyzing ancient metagenomic data. Bioinform-
atics tools designed for aDNA metagenomics as mapDamage [94–96],
PyDamage [97] or open-sourced/mapping guidelines pipeline [98, 99]
for estimating DNA damage, SourceTracker [100] for identifying the
proportions of endogenous and contaminant signals in each sample;
resolving the sequencing errors [96, 101]; MEGAN [102, 103],
PIA [104] for taxonomic identification; KEGG [105], EGGnog [106],
SEED [107] protein databases for functional profiles can be ana-
lysed in MEGAN, reference-free alternative approaches based on
k-mer counts [108] to annotate metagenomes. However, differ-
ences between metagenomic analysis pipelines produce systematic
biases [24], which will require the development of more accurate
analysis pipelines for ancient DNA.
Nevertheless, several issues currently limit the shotgun sequencing
approach. Cytosine deamination patterns of sedaDNA molecules
impede de novo assembly of contigs [10, 109]. The limitation of suf-
ficiently curated genome-scale reference data substantially reduces
the potential for success of the bioinformatic analyses with metage-
nomic data, for example, plants [77, 110], and eukaryotic [111, 112].
The large fraction of taxa present in the environment, but not rep-
resented in databases is still problematic. In these cases, metage-
nomic data can vary in content across samples from the same or
similar environments. In contrast, there are more than 130 000
genome or near-complete sequences available from different phyla
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that have been sequenced along with a variety of microorganisms,
including archaea, fungi, and viruses [113–115]. Based on the an-
notated reference genomes or clade-specific [116] or universal mark-
ers [117], appropriate normalization by genome size [55], and taxon
relative abundances can be estimated. This led to the development
of the field of paleomicrobiology [1, 32], to the analysis of deposited
microbial DNA to study microbial diversity, ecology, and evolution
in environmental archives.

3.4.4 Applications of ancient environmental metage-
nomics

The shotgun of sedaDNA in paleoecology from lake sediment cores
combined a multi-proxy approach [14], and marine environments [37,
40], which has provided greater taxonomic resolution and extended
the historical record of aquatic ecosystems to centennial or even
millennial time scales. These sedaDNA archives can be used to
characterize biodiversity trends, illuminate past food web dynam-
ics, and reconstruct long-term environmental changes in aquatic
ecosystems. As ecology and paleoecology merge, both short-term
and long-term trends as a consequence of human actions on aquatic
ecosystems have been traced using paleogenomic research in fresh-
water ecosystems [118–120] and marine sediments [121, 122].
Paleogenomics is a branch of research concerned with reconstruct-
ing and analyzing genetic data from extinct organisms. Ancient
genomes may be used to explore the evolution of present species
in great detail by sequencing ancient DNA preserved in subfossil
remains [54, 123] or environmental archives [1, 12]. By analyzing
large-scale environmental DNA metagenomic study of ancient plant
and mammal communities, tracking the ancient population ori-
gins, movements and interrelationships, the evolutionary genomic
changes at both macro- and micro-evolutionary temporal scales of
the microbiome, vegetation, animals and Homo species [12, 13],
as well as identification of phenotypic features over large temporal
and geographical scales [89, 90, 124]. For example, a study on
DNA retrieved from Arctic permafrost and lake sediment samples
by Wang et al. [13] demonstrated that steppe-tundra flora dom-
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inated the Arctic during the Last Glacial Maximum, followed by
the regional divergence of vegetation during the Holocene epoch.
The extinction of several now-extinct megafauna species enabled
the survival of some ancient plants and animals. Moreover, ana-
lysis of mammoth environmental DNA reveals a previously un-
sampled mitochondrial lineage. Additionally, the genetic material
preserved in sedimentary archives offers a unique way to uncover
the role of microorganisms in past ecosystems and their responses
to environmental perturbations. Genomic reconstruction of histor-
ical and present microbial communities from ancient permafrost
samples in Siberian broadened our understanding of biogeochem-
ical changes [32]. Furthermore, this study provides insights into mi-
croorganisms’ long-term survival strategies from the past paleoen-
vironment to present-day freezing-temperature conditions.

3.5 Summary

The fields of aDNA are increasingly turning to the environmental
archives and provide great potential for entire paleoecosystems and
paleoclimate reconstructions. As technology advances and proced-
ures are optimized, metagenomic-based approaches, from metabar-
coding (amplicon-based) to shotgun and true ancient metagenom-
ics, are part of the next breakthrough in paleogenetic, offering the
potential for better species identification and quantitative estim-
ations of their abundances in large-scale biodiversity comparisons
over both time and place. Importantly, further basic studies are
needed to use a full understanding of its potential and limitations
for applications of the use of metagenomics for ancient eDNA.
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4.1 Introduction

From the mid-nineteenth century, an increase in the temperature of
the atmospheric air has been observed all over the planet. Anthro-
pogenic climate change not only contributes to the temperature
anomaly on land but is also observed in the hydrosphere of the
entire globe. Climate change caused by the exploitation of natural
fossil fuels, along with increased greenhouse gas emissions including
carbon dioxide (CO2), are no longer just a theoretical presumption
but a tangible and perhaps irreversible process. The Arctic is the
region with a spectacular response to the climate change that has
occurred. Over the past decades, the average temperature in this
region has increased by more than 2.5 times compared to the global
average [1]. One of the consequences of this influx of heat is the
loss of the Arctic ice sheet. Over the past 40 years, the area of sea
ice has decreased by about 40% [2]. Thanks to paleo-reconstruction
studies enable to prove that the increase in temperature observed
today had not occurred before in the last 400 years, and that the
global reduction of the Arctic ice sheet exceeded all the negative
anomalies of the last millennium [3]. One of the forecasts of cli-
mate warming, assuming a temperature increase of 2 degrees [4],
suggests about a 15% chance in the summer months for conditions
with almost no ice and a reduction in the extent of sea ice by about
20% in the winter in the following decades. A drastic inflow of
fresh water may disturb the geochemical [5–7] and biological [8, 9]
balance of the Arctic Ocean.
The physical, chemical as well as biological properties of the Arctic
Ocean, which are the basis for absorbing heat and buffering acid-
ification reactions with atmospheric CO2 have limits and may be
exceeded. In the annual cycle of sea ice formation and melting, the
processes of CO2 absorption may weaken [10, 11]. As a result of
increasing temperature and decreasing the amount of nutrients, the
solubility and biological uptake of CO2 in the ocean may also be
inhibited [12, 13]. At present, the seasonal ice cover of the Arctic
waters moderates the gas exchange between the atmosphere and
the ocean. Artic ocean absorbs carbon dioxide (CO2) ranging from
-66 to -199 Tg C year-1 (1012 g C), contributing 5-14% to the
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global balance of CO2 sinks and sources [14]. In the near future,
further loss of sea ice along with the development of phytoplankton
may contribute to increased CO2 absorption by Arctic surface wa-
ters [15]. Extending the growing season of phytoplankton contrib-
utes to an increase in primary production by 30-60% over a period
of several years [16]. However, further acidification of the Arc-
tic Ocean due to the absorption of atmospheric CO2 may lead to
a reduction in primary production. Carbon dioxide easily diffuses
through biological membranes, acidifying fluids outside and inside
of the cells. Disturbing the acid-base balance inside the cells has
a negative effect on oxygen transport, metabolic rate, calcification,
protein synthesis and thus, the survival of the organism. Ionic im-
balance in the environment can cause the phenomenon of biological
amplification of the effects of acidification. The decomposition of
a large amount of organic matter increases the release of CO2, acid-
ifying the bottom layers. Lowering the pH with increasing pCO2
reduces the ability of marine species to produce shells and other
CaCO3 structures (aragonite, calcite) in the calcification process.
These changes are likely to continue to modify the physics, biogeo-
chemistry and ecology of the Arctic Ocean [17, 18]. The Arctic
Ocean has a significant impact on the global carbon cycle, and the
Arctic carbon cycle is sensitive to global climate change. As one
of the most important processes in the circulation of elements in
nature, is crucial for the functioning of aquatic ecosystems. Under-
standing the differences between the summer and winter seasons in
the main processes that characterize the carbon cycle in the Arctic
Ocean could answer important questions about the future of the
region.

4.2 Characteristics of the Arctic Ocean

The Arctic Ocean is one of the smallest and shallowest oceans in
the world, with the center at the North Pole. It has the char-
acter of a semi-closed reservoir surrounded by land on all sides.
The territory of the Arctic Ocean was divided between the USA,
Canada, Norway, Greenland, Iceland and Russia. The Arctic Ocean
is crossed by two very important transoceanic routes between East
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Asia and Europe along the coast of Russia and the Pacific coast of
North America through the Canadian Arctic Archipelago. The dis-
tinct seasonality of the region along with the abundant long-term
or seasonal ice cover is a unique research place for ecologists and
climatologists. Changes caused by global warming pose a concern
for the future and fate of the unique Arctic ecosystem.
The Arctic Ocean extends from the North Pole of latitude 90◦N to
about 60◦N to south, covering an area of 14 090 000 km2. The aver-
age depth of the ocean is 987 m with a maximum value of 5 527 m.
The total length of the ocean’s coastline is 45 390 km. The wa-
ter volume of the Arctic Ocean is approx. 18.1 million km3, which
is only 1.4% of the share in the water volume of all oceans. The
central part of the Arctic Ocean is divided into several sub-basins
by underwater ocean ridges. The Lomonosov Ridge with an aver-
age depth of about 1 500 m, running between the Ellesmera Island
and the New Siberian Islands, divides the Arctic Ocean into two
parts [19]. These are the Eurasian and Canadian basins, also called
the Amerasian Basin [20]. The Eurasian Basin is divided into the
Amundsen Basin and the Nansen Basin by the underwater Gakkel
Ridge, and the Amerasian Basin to the Canadian basin and the
Makarov Basin by the ocean ridge Mandeleev and Alpha (Fig. 4.1).
More than half of the surface of the Arctic ocean is occupied by
the shelves, which constitute only 5% of the total volume of the
Arctic ocean [21]. The ocean includes marginal shelf seas such as
the Barents, White, Chukchi, Kara, Lincoln, Laptev, East Siberian
seas and Hudson Bay along with the seas of ocean basins such as
the Greenland, Beaufort, Baffin Sea, separated by the Arctic Ar-
chipelago from the Canadian Basin and the Arctic Sea proper. The
largest islands in the Arctic Ocean are Greenland, Novaya Zemlya,
Spitsbergen, Ellesmere Island, Victoria Island, Banks Island, Baffin
Island, Axel Heiberg Island, and Prince of Wales Island. The shape
of the ocean floor is one of the key factors determining the course
and direction of ocean currents. Bathymetry affects ocean currents,
the circulation of ocean waters, the movement of sediments along
the slopes, and above all, the distribution of eternal ice in space [22].
The Arctic ice sheet covers the entire Arctic Ocean in winter and
has an average thickness of about 2 m. In winter, maximum range



76 CHAPTER 4. THE ARCTIC CARBON CYCLE …

is reached in March and minimum sea ice in September [23].

Fig. 4.1: Bathymetry map of Arctic Ocean. Bathymetry from
IBCAO 3.0 [24].

The wind blowing on the surface of the ocean along with the dif-
ference in temperature and salinity has the greatest impact on the
movement of surface waters [25]. The Arctic Ocean is influenced
by two major air currents, the ridge of high pressure from Beaufort
sea, centered over the Canadian Basin and the ridge of low Icelandic
pressure at the ocean’s edge. Under the conditions of the weakened
Beaufort high and intensified Icelandic low, the ice drifts in the
Eurasian Basin, passing from the Laptev Sea towards the Cana-
dian Basin, and then drifting towards the Fram Strait [26]. The
mixing rate of warm and cold waters at a low level compared to
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non-ice [27] oceans along with weak tidal forces [28] contributes to
the maintenance of ice in the Arctic Ocean. The exchange of cold
fresh water from the Arctic Ocean and warm salt water from the
Atlantic occurs through the Norwegian Sea [29], and more specific-
ally through the Fram Strait and also through the Barents Sea [30].
In turn, the inflow of warm waters from the Pacific follows the only
possible route, which is the Bering Strait. From the Arctic, the
waters flow in the East Greenland current from the western side
of the Fram Strait [31] and the Straits of the Canadian Arctic Ar-
chipelago [32]. If the rate of heat exchange between the ocean and
the surface layer in contact with the ice increases, it could lead to
the complete melting of the ice sheet [33].

4.2.1 Water circulation in the Arctic Ocean

The freshwater cycle, together with the exchange of salt waters and
temperature between water bodies, is an important factor in the
functioning of the Arctic aquatic ecosystems. The Arctic Ocean
receives tributaries from the Atlantic and Pacific Oceans and the
northern American and Siberian rivers. Its stratification is primar-
ily determined by salinity (halocline), in which the melting and
freezing of sea ice plays a key role in the fresh and salt water
cycle [34]. By maintaining the stability of the water column, the
halocline isolates surface waters from deep waters. Atlantic wa-
ter is kept away from direct contact with sea ice, thus reducing
ice melting and severe heat loss along with CO2 emissions to the
atmosphere [35].
The warm and salty waters of the Atlantic cross the ridge of Scot-
land and Greenland entering the Nordic seas guided by the arms of
the North Atlantic Gulf Stream (NAC). Then the water masses are
transported along the Norwegian Atlantic Current (NWAC) condi-
tioned by the bottom bathymetry [36]. It is divided into the West
Spitsbergen Current (WSC) flowing north into the Arctic Ocean
through the Fram Strait (Fig. 4.2). It follows the continental slope
that splits at the junction of the Yermak plateau and the Spits-
bergen continental shelf. Thus, it forms the two arms of Yermak
and Svalbard [37]. Part of the WSC orbits westward through the
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Fram Strait and mixes with polar waters flowing south [38]. The
second branch (NWAC) is the North Cape Current (NCC), which
directs the Atlantic waters to the northern shores of Norway, Fin-
land and the Russian Kola Peninsula that make up the Barents
Open Sea [39].

Fig. 4.2: Map showing the major surface currents in the Arctic
Ocean. The black arrows correspond to the Atlantic water inflow,
which moves counter-clockwise, and the broken arrows show the
polar mixed layer (PML) exiting the Arctic Ocean through Fram
and Nares straits [40].

The waters leave the Arctic Ocean along the East Greenlandic Cur-
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rent (EGC). This current has a significant impact on the export of
sea ice, affecting its amount in the Arctic Ocean region. It is estim-
ated that more than 90% of the Arctic Sea ice exported from the
Arctic occurs within the East Greenland Current [41]. Maximum
ice exports are possible from October to December, and minimum
ice exports are from January to March [42]. This seasonal vari-
ation is due to the accelerated rate of ice melting, increasing the
drifting amount. This results in an increase in the mobility of the
ice masses and facilitates transport through the western part of the
Fram Strait. During the winter months, the sea ice freezes, thus
reducing its drifting amount, while increasing the extent of Arctic
sea ice [43].

Fig. 4.3: Map of the Arctic Ocean (a) with the mean schematic
oceanic circulation illustrated by solid arrow for surface currents,
interrupted arrows for intermediate currents, and dotted arrows for
deep currents. In panel (b), a close-up of the eastern East Siberian
Sea (ESS) and Chukchi Sea (CS), Bathymetry is from the Inter-
national Bathymetric Chart of the Arctic Ocean (IBCAO) version
4.0 [44, 45].

Another way of water exchange is the Bering Strait, where the Pa-
cific waters flow through the Chukchi Sea and penetrate the depths
of the Arctic Ocean [46]. The Pacific waters (PW) exert a strong
influence on the Arctic Ocean, providing ocean heat of about one-
third of that in the Fram Strait [47]. In addition, PW accounts for
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about one-third of the freshwater supply to the Arctic and is also
the main source of nutrients [48]. The nutrient-rich water flowing
down the Anadyr River flows through the western (Russia) pas-
sage of the Bering Strait, while the saltier and colder waters of
the Bering Sea flow through the eastern part of the Strait (USA).
The influence of the influx from the Pacific is mainly limited to the
American Basin [49]. The water masses mix with fresh river wa-
ters and are drawn into the Beaufort vortex, held by anti-cyclonal
air currents (Fig. 4.3). When the air currents weaken, fresh water
leaks from the vortex into the North Atlantic Ocean. This is due
to the baroclinic instability. This current variation also affects the
Pacific waterways across the Arctic Ocean and ultimately the North
Atlantic Ocean.
Both the Bering and Beaufort sea shelves are shallow (<50 m) and
subject to high wind influences with the seasonal cycle of sea ice
melting/ thawing. The northbound flow of Pacific water is driven
by the high pressure that is created by the gradient of salinity. The
Pacific waters are much fresher than the Atlantic waters [51], which
helps to ventilate the cold halocline inside the Canadian Basin [52].
Pacific water create the gyres which are common in the Canadian
Basin [53]. This is probably due to the instability of the Pacific cur-
rents along the Chukchi Shelf (Fig. 4.4). Pacific waters leave the
Arctic through the Fram Strait and the Canadian Archipelago [54].
The inflow of freshwater from the North Pacific Ocean to the North
Atlantic Ocean provides a ”short” circuit for the global thermo-
haline ocean circulation [55]. Both the ventilation and the exchange
of freshwater have a significant impact on the carbonate cycle in the
ocean and in the global carbon cycle.

4.3 The Carbon Cycle in the Arctic

Carbon is necessary for the existence and functioning of the earth’s
biosphere, although it is a small fraction of the mass of all the ele-
ments of our planet. The transfer of its forms to various internal
and external parts of the Earth, along with the processes enabling
the maintenance of balance in its individual parts, creates a con-
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Fig. 4.4: Schematic map showing the surface circulation of the Arc-
tic Ocean and the repeated Fram Strait section. Bathymetric con-
tours are drawn at 1000 m intervals [50].

ceptual model known as the carbon cycle [56]. This cycle in nature
includes three major resources, which are ocean and continental wa-
ters with sediments, the atmosphere, and the terrestrial and aquatic
biosphere. The most abundant form is carbon dioxide (CO2). This
gas has a direct impact on the climate, as a greenhouse gas [57], it
affects temperature, but also contributes to the acidification of the
oceans [58]. Climate, on the other hand, influences CO2 concentra-
tion through a number of physical, chemical and biological processes
and feedback mechanisms. An example of this relationship is the
CO2 solubility modified by the temperature of the oceans. The
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higher the temperature of the atmosphere, the warmer the ocean
becomes and the solubility of CO2 decreases. The oceans from all
the Earth’s carbon stores contain about 39 000 GtC, as opposed to
the terrestrial biosphere containing the least 523 GtC. Soils and sed-
iments contain 6 506 GtC and the atmosphere about 829 GtC, but
this value is still increasing [59]. The increase in CO2 concentration
in the atmosphere as a result of increased anthropogenic emissions
causes a number of changes in the marine carbon cycle and in the
Arctic Ocean [60], and, as a result, changes in the biodiversity and
spatial distribution of species [61].
The main form of carbon in global bodies of water is dissolved car-
bon dioxide and its ionic forms. The study of the inorganic carbon
cycle in oceans focuses on four parameters such as dissolved inor-
ganic carbon (DIC), total alkalinity (TA), partial pressure of CO2
(pCO2), and pH [62]. The main compounds of inorganic carbon
in water solution (DIC) are: CO2, HCO3− , CO2

2− . These ions are
formed including by the reaction of atmospheric CO2 that dissolves
in ocean waters to form an unstable, weak carbonic acid (H2CO3).
On decomposition, it forms a bicarbonate anion (HCO3−) and a hy-
drogen cation H+. The HCO3− anion dissociates into CO3

2− car-
bonate anion and H+ hydrogen cation. The reaction was described
by the formula:

CO2(g) ⇔ CO2(aq)
CO2(aq) + H2O(l) ⇔ H2CO2(aq)
H2CO2(aq) ⇔ H+(aq) + HCO−

3 (aq)
HCO−

3 (aq) ⇔ H+(aq) + CO2−
3 (aq)

The exchange of CO2 through the air-sea interface depends on sa-
linity and the difference in CO2 partial pressures in the water and
the atmosphere. This relationship describes Henry’s law:

pCO2 = nCO2K

where, pCO2 – CO2 partial pressure, nCO2 – number of moles of
CO2, K – constant of proportionality for CO2.
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Transport of DIC from the ocean surface to the deep part of the
ocean is achieved by the solubility pump. This process is possible
due to the coexistence of two important phenomena, which are the
inversely proportional solubility of CO2 to water temperature and
the thermohaline circulation caused by changes in sea water dens-
ity depending on salinity and temperature. Cold deep waters are
more saturated with CO2 than warmer surface waters and therefore
CO2 is pumped into the ocean [63]. Inorganic carbon in water reser-
voirs is also found in the form of particulate inorganic carbon (PIC)
solids of biological and abiotic origin, which are grains of weathered
carbonate rocks and the skeletons of calcium-carbonate organisms.
Phytoplankton produces particulate inorganic carbon (PIC) in the
form of calcium carbonate. Aragonite and calcite (polymorphic
forms of calcium carbonates) are used to create crusts and shells,
which contributes to an increase in CO2 concentration in the atmo-
sphere [64]. The reaction to form calcium carbonate is as follows:

Ca2+ + 2HCO2−
3 ⇔ CaCO3 + CO2 + H2O

This process is called a carbonate pump. Phytoplankton, creating
fine limestone plates called coccoliths, has a significant effect on the
carbonate chemistry between surface waters and deeper ocean lay-
ers by transporting calcium carbonate CaCO3 down the ocean [65].
In the form of bottom sediments, carbon can be stored for hun-
dreds or even thousands of years [66]. The saturation state with
the mineral CaCO3 (Ω) is defined as the ion product of the carbon-
ate concentrations and the calcium concentration:

Ω = [Ca2+][CO2−
3 ]/K∗

sp

where, Ω – saturation state, K∗
sp – product of stoichiometric solu-

bility.
The stoichiometric solubility product [K∗

sp] describes the salinity
function together with temperature and pressure [67, 68] expressed
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in the unit [mol2/kg2]. The surface waters are generally supersat-
urated with regard to CaCO3. Solution supersaturation can be the
driving force for the spontaneous synthesis of inorganic calcium car-
bonate. However, such a phenomenon occurs sporadically because
the spontaneous reaction of calcium Ca2+ cations is inhibited by
the competing magnesium cation Mg2+ against the assumptions
resulting from the principles of thermodynamics [69]. Polymorphic
forms of calcium carbonate such as stable calcite and metastable
aragonite are present due to biological processes taking place in the
ocean [70]. The water saturation status for these two minerals is
expressed as Ωcal and Ωarg and is a measure of the corrosion po-
tential of organic CaCO3 structures in marine organisms. In the
absence of protective mechanisms, sea water unsaturated with car-
bonates (Ω<1) is corrosive to calcifying organisms [71]. In addition,
high saturation may also slow down the biological calcification pro-
cess in saturation states at Ωarg = 3.1 for some organisms such as
reef-building corals [72] and classifying phytoplankton [73].
The transfer of inorganic carbon in the form of CO2 from the at-
mosphere to the ocean is further dependent on the buffer capacity
quantifying the ability of the solution to resist changes in pH by
absorbing or desorbing H+ and OH− ions. The temperature [T]
and the alkalinity of the water [TA] affect the buffer capacity of
the solution [74]. Alkalinity, as well as primary production, are
the main factors controlling the degree of acidification and hence
CO2 uptake by the waters of the Arctic Ocean. In the mineral-
isation process, i.e. the formation of calcium carbonate (CaCO3)
minerals from bicarbonate (HCO3−) and calcium ions (Ca2+), the
abiotic DIC carbon is transferred to the abiotic PIC fraction with
the simultaneous release of CO2 into the water. In the case of
biomineralisation, calcium carbonate is produced by calcifying or-
ganisms, therefore its production is dependent on the production
of organic carbon [75].
Dissolved organic carbon (DOC) occurs in the form of organic com-
pounds of various sizes and molecular weights, from light, simple
organic acids to much heavier and more structurally complex com-
pounds. The process that produces dissolved organic carbon is pho-
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tosynthesis in the ocean’s euphotic zone. Phytoplankton use light,
carbon dioxide (DIC) and nutrients available in the first 100 m
of the ocean to synthesize many different carbon compounds [76].
During the life cycle of phytoplankton, numerous organic matter
(OM) compounds such as carbohydrates, proteins and lipids are
formed. These compounds can be transported in the food web and
undergo transformations, as a consequence of which new carbon
compounds are formed. Stored carbon in the form of, for example,
dead organisms, excrement and metabolites is transported to the
lower part of the ocean, forming detritus. Incorporated in organ-
isms, CaCO3 (PIC) is transported to the deep layers of the ocean,
where carbon can become part of deep-sea currents and seafloor sed-
iments. Many carbonate components dissolve before reaching the
seafloor sediments, releasing CO2 into deep ocean currents. This
process is called a biological pump. This vertical carbon export
lowers pCO2 at the surface and increases CO2 uptake from the at-
mosphere.

Fig. 4.5: Scheme showing major processes related to the carbon
cycle in high-latitude shelf seas [77].

Through aerobic and anaerobic processes under the influence of bac-
teria, detritus is partially remineralised to forms of inorganic car-
bon DIC as well as methane CH4, which is part of DOC (Fig. 4.5).
Dissolved organic carbon can be re-incorporated into particulate or-
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ganic carbon (POC) particles consisting of undegraded cells, meta-
bolic excretion products, soft tissues of animal origin sinking in the
water column. This process is called a biological pump that affects
the storage of carbon in the ocean depths [78].

4.4 Differences between the winter and sum-
mer seasons of the selected factors in the
carbon cycle

The carbon cycle in the Arctic regions is strongly influenced by
the seasonality of this region. Relatively short periods of summer
together with a short period of sunlight cause an increase in the
temperature of the ocean’s surface and the atmosphere at its sur-
face. The temperature of the water surface in summer depends on
the amount of solar radiation absorbed by the sea surface. The
solar warming of the Arctic Ocean surface is influenced by the rate
and extent of melting ice as well as cloud cover with the degree of
mixing of the upper layers of the ocean. Of additional significance
is the influx of warm waters into the Arctic from the North Atlantic
and North Pacific Oceans together with the influx of warm river wa-
ters flowing into the marginal shelf seas [79]. In August 2021, the
average surface temperatures of the Arctic Ocean ranged from 6◦C
to 10◦C in the south-eastern Chukchi and Barents Seas to around
0◦C to 3◦C in the East Siberian, Kara Sea, Laptev, Baffin Bay and
in ice-free waters east of Greenland [79–81]. During winter, water
temperatures in January 2022 for this region ranged from -1.7◦C
to 7.1◦C. The lowest sea temperature measured in this month was
-3◦C, and the highest was 8.5◦C [82]. The halocline stratification
in the waters of the Arctic Ocean keeps warm waters from the At-
lantic and Pacific Oceans below the surface waters, which explains
the January water temperature above 7◦C. Ocean waters flowing
into the Arctic cool down, increasing the solubility of CO2. In
summer, when the Arctic ice sheet melts, the exposed waters are
susceptible to CO2 uptake and increased exchange with the atmo-
sphere, which promotes acidification of the Arctic Ocean [83]. In
addition to temperature, CO2 exchange between the ocean and the
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atmosphere is significantly influenced by the net effect of primary
production, the rate of CaCO3 calcification and dissolution, and
brine formation.
One study [84] reported the strongest transfer of CO2 from
the atmosphere in the Greenland/ Norwegian Sea, amounting to
> 15 mmol/(m2day) and the Barents Sea for values
> 12 mmol/(m2day) in the winter season. In the summer season,
the greatest transport of CO2 falls to the Chukchi Sea
(∼ 10 mmol/(m2day). The seasonal variation of CO2 in the Green-
land / Norwegian Sea, the Chukchi Sea and parts of the Barents Sea
were determined to be high for a seasonal amplitude value of over
10 mmol/(m2day). For the Chukchi Sea and the Barents Sea, the
amplitude of seasonal CO2 uptake was close to 10 mmol/(m2day).
On the other hand, another article [11] compares the long-term
data between the Chukchi Shelf and the Canadian Basin. There
was a significant increase in pCO2 on the surface of the Chukchi
Sea with negligible ice cover in the southern part of the Canadian
Basin. The rate of increase was 4.6 ± 0.5 µatm/yr for the surface
waters of the Chukchi Sea and 1.9 ± 0.1 µatm/yr for atmospheric
CO2. The results presented in the study confirmed the fastest pCO2
increase among other ocean basins [83, 85, 86]. The effect of this
change is the halving of the gradient between the atmosphere and
the sea (∆pCO2) of -50 µatm in the summer season. Lower pCO2 is
observed in deeper water layers, which may be due to the subduc-
tion of higher density Pacific ocean waters under the lower density
Canadian basin surface waters. This process is possible due to
the increased transport of nutrient-rich waters through the Bering
Strait [47]. The nutrient-rich Pacific water keeps pCO2 low while
increasing absorption of atmospheric CO2, resulting in increased
pump productivity [87]. While productivity alone does not play
a direct role in reducing pCO2 to surface waters, this, in combina-
tion with the increased atmospheric currents from the east, may be
the basis in this region. Increasing the anti-cyclone flow at Beaufort
Gyre resulted in a fresh and shallower surface layer of water in the
Canadian Basin (Fig. 4.6). In turn, the accumulation of fresh water
weakens the processes of vertical mixing of water. Increased water
level movement caused by the disappearance of the ice cover to-
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gether with the rapid penetration of atmospheric CO2 into surface
waters leads to pCO2 equalization between the atmosphere. This
process significantly reduces the CO2 gradient between the atmo-
sphere and surface waters, acting as a kind of barrier, inhibiting
further CO2 uptake in the summer season [88, 89].
The reduction of the ice cover in both summer and winter con-
tributes significantly to changes in the primary production of the
Arctic Ocean and the adjacent shelf seas. This process is driven
by the melting and retraction of ice in the spring, increasing the
availability of sunlight and increased stratification [9]. This leads
to an earlier start of matter production in the seasonal cycle tak-
ing place in poor light conditions [90]. As observed in [91], the
reaction of the primary production of the Arctic Ocean in response
to ice retraction varies in space and depends on the season, as in
winter the primary production is significantly reduced or does not
take place at all. An increased supply of nutrients may also affect
overall matter production [92]. As a consequence, the biological
activity of, in particular, unicellular eutrophic algae inhabiting the
ice and their free-living forms in the water column (phytoplankton)
of the euphotic zone increases. In the process of photosynthesis,
these organisms convert inorganic carbon into its organic forms.
Consequently, primary production is critical to the functioning of
the Artic Ocean’s ecosystems by providing energy to various food
systems. Chlorophyll a concentrations are used to estimate the
total algal biomass [93]. The study [94] presents the results relat-
ing to primary productivity above the average in 2020. The research
was carried out for the Canadian Basin, it covers the Chukchi Sea,
the Beaufort Sea and the Canadian Archipelago region, as well as
the Eurasian Basin in the Kara Sea, Laptev and East Siberian Sea
regions. Primary productivity was estimated on the basis of chloro-
phyll a concentration, sea surface temperature, solar radiation and
the depth of mixed layers (Tab. 4.1).
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Fig. 4.6: Schematic representation of recent environmental changes
in the western Arctic during the ice-melt season. The changes in
physical setting in the upper ocean along the Chukchi Shelf to the
Canada Basin in the 1990s (a) and 2010s (b). Increased Pacific
summer water (PSW) flows through the Chukchi Shelf and subducts
into the Beaufort Sea slope and the Canada Basin. The upper water
column was depressed and built up a stronger stratification due
to the combination of the accumulation of surface ice melt water.
Dashed lines indicate the summer mixed layer depth (MLD), which
is shallowing from spring to summer and becomes shallower in the
basin than on the shelf. PML, polar mixed layer; PWW, Pacific
winter water; AW, Atlantic water [11].

Positive trends were statistically significant for the Eurasian Basin:
Barents Sea, Greenland Sea, Hudson Bay, Baffin Bay / Labrador
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Sea, North Atlantic for the average of all regions. The highest up-
ward of the trend in the period 2003-2020 was found in the Euras-
ian basin and it amounted to 12.83 g C/m2/yr/decade with an in-
crease of ∼37.7%. For the Barents Sea, the trend value was 9.32 g
C/m2/yr/decade with an increase of 21.0%. In the Greenland Sea,
the trend was 6.34 g C/m2/yr/decade and the increase was ∼18.7%.
For primary productivity in the research period 2003-2020, upward
trends were observed in all regions of the Arctic Ocean [94].

Tab. 4.1: Linear trends, statistical significance, percent change, and
primary productivity anomalies in 2020 (March-September) in the
nine regions and overall average [94].

Region % Change

2020 Anomaly
Trend, 2002-20 Mann-Kendall (g C/m2/yr) 2020 Primary Productivity

(g C/m2/yr/decade) p-value from a 2003-19 (% of the 2003-19 average)
reference period

Eurasian Arctic 12.83 0.001 37.7 11.74 117.2
Amerasian Arctic 2.21 0.260 10.7 2.90 107.9
sea of Okhotsk 1.22 0.601 2.9 -1.75 97.6

Bering Sea 1.70 0.002 4.7 -0.20 99.7
Barents Sea 9.32 0.004 21.0 2.09 102.5

Greenland Sea 6.34 0.021 18.7 0.98 101.6
Hudson Bay 4.47 0.039 18.9 3.12 107.1

Baffin Bay/ Labrador Sea 4.69 0.007 14.9 0.24 100.4
North Atlantic 4.35 0.001 15.5 1.37 103.8

Average of nine regions 5.24 0.001 16.0 2.28 103.8

Biological processes taking place in the Arctic Ocean, such as pho-
tosynthesis or respiration of phytoplankton and zooplankton, may
explain the differences in CO2 concentration and saturation state
of CaCO3 [Ω] between seasons [95, 96]. Zooplankton, which include
for example foraminifera, mainly feed on available molecular matter
consisting of phytoplankton in the spring and summer seasons and
degraded organic material in late fall and winter [97]. This leads
to a decrease in the level of nitrates with a decrease in the level of
dissolved CO2 with a simultaneous increase in pH and the level of
saturation with calcium carbonates [Ω]. In the autumn, due to the
influx of fresh waters from the Atlantic and Pacific oceans, the con-
centration of dissolved CO2 increases. During the Arctic winter,
ocean carbonate chemistry is characterized by the highest pCO2,
lowest pH and lowest saturation state of CaCO3 [Ω]. The reason
for these changes in the basic parameters of the carbonate cycle may
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be the emission of CO2 generated in the process of respiration and
vertical stratification caused by winds [95]. The intensification of
the above-mentioned processes leads to a decrease in the saturation
state of calcite (ΩCa) and aragonite (ΩAr). Increased CO2 transfer
between the atmosphere and the ocean increases the concentration
of bicarbonate ions, lowering the degree of CaCO3 saturation, while
increasing the solubility of CaCO3 minerals [98]. These dependen-
cies are seasonally described in [99]. In turn, another study [100]
investigated the distribution of calcium carbonate saturation (Ω) in
the Chukchi Sea in the fall of 2012 and the summer of 2013. Arag-
onite and calcite undersaturation was observed in regions with high
biological productivity in the fall season as opposed to the summer
season. Comparison with other parameters showed that biological
processes such as respiration and photosynthesis are factors that
control the variability of Ω over time and space. The carbonate
saturation in the bottom waters of the Chukchi Sea ranged from
0.3 to 2.0 for aragonite and from 0.5 to 3.2 for calcite in autumn,
and in summer it was from 1.1 to 2.8 for aragonite and from 1.7
to 4.4 for calcite. A decrease in the Ω value was observed in late
summer and winter, and an increase in spring and early summer.
The calculations performed in the study indicated the possibility of
aragonite insufficiency of bottom waters and extension of the period
of undersaturation twice [100].

4.5 Conclusion

The discussed factors characterizing and influencing the carbon
cycle in the Arctic Ocean show a strong seasonal dependence. The
presence of an ice cover as a physical barrier is one of the factors
limiting the access of atmospheric CO2 to the surface waters of the
Arctic Ocean. A number of positive feedback processes related to
the increase in CO2 concentration in the atmosphere lead to the
loss of the ice barrier and to the disruption of seasonal processes
responsible for maintaining the geochemical balance and the entire
carbon cycle. Further research into the effects of ice loss, along with
increased uptake of CO2 from the waters of the Arctic Ocean and
marginal shelf seas, is essential to forecast future changes.
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5.1 Introduction

Climate change severely affects the Arctic environment [1]. Several
studies have revealed that the Arctic warming rate is twice as high
as the world average due to rapid sea ice loss, a phenomenon known
as Arctic amplification [1, 2]. Sea ice gets thinner as it melts, mak-
ing it more vulnerable to melting. When the ice melts completely,
ocean surfaces can absorb more solar energy, resulting in extra heat-
ing. Changes observed in the Arctic are likely to have far-reaching
consequences.
Consequences of the Arctic amplification are especially pronounced
in fjords due to the melting of marine-terminating glaciers. The
warming-induced glacier melting is the major contributor to global
mean sea-level rise [3]. The contribution of glaciers and ice sheets
to global mean sea-level rise was 42% in 1971-2018. The contribu-
tion of the Greenland ice sheet was 12.6% to the global mean sea
level rise in same period [3]. The rising sea levels are potentially
dangerous due to coastal floodings. Moreover, the freshwater de-
livery from melting glaciers and ice sheets largely modifies marine
ecosystems on different levels. Most importantly, freshening of the
ocean influences the distribution of the water masses that control
other components of the ecosystem; this includes chemical prop-
erties, biological life and different physical processes. Therefore,
studying the thermohaline structure of Arctic fjords in a changing
climate is critical. The present review concerns this issue.
The main goal of this overview is to discuss the seasonal variability
of the thermohaline structure of the Arctic fjords as an effect of
different internal and external physical processes. Here we focus on
three fjords located in the Svalbard archipelago: Kongsfjorden, Isf-
jorden and Hornsund (See Fig. 5.1). The monograph is structured
as follows. First, the study sites are presented in details (Sec. 5.2).
Then, seasonal trends in the thermohaline structure of the Arctic
fjords are discussed (Sec. 5.3). During the last section (Sec. 5.4),
we discuss current observation and future perspectives of Kongsf-
jorden, Isfjorden and Hornsund in a warming climate.
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5.2 Locations and characteristic features of
fjords

Spitsbergen (between 76◦30’-80◦N and 10◦-22◦E) is the largest is-
land of the Svalbard archipelago (Fig. 5.1). Several significant fea-
tures of West Spitsbergen fjords distinguish them from other Arctic
fjords and questioning the applicability of established fjord theor-
ies [4]. For instance, sills are absent at the entrance of fjords [5–7].
Moreover, the West Spitsbergen shelf is located at the convergence
of two water currents: warm West Spitsbergen Current (WSC) and
cold Spitsbergen Polar Current (SPC) (Fig. 5.1) [8, 9]. In this
review, we focus on three West Spitsbergen fjords: Kongsfjorden,
Isfjorden and Hornsund (Fig. 5.1).

Fig. 5.1: Map of the Svalbard Archipelago with dominating current
systems. West Spitsbergen Current (WSC) is shown by black solid
arrow, and Spitsbergen Polar Current (SPC) is shown by black
dashed arrow.
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5.2.1 Kongsfjorden

Kongsfjorden is located in the northern part of the West Spitsbergen
coast. It is 20-25 km long and 4-10 km wide (Fig. 5.1) [10, 11]. The
Kongsfjorden is oriented Southeast to Northwest at about 78◦50’N
and 11◦-12◦E. The characteristic landmarks of Kongsfjorden are
Blomstrandhalvøya island, Brandalpynten cape, Lovénøyane archi-
pelago and Dyrevika and Raudvika bays (Fig. 5.2).

Fig. 5.2: Bathymetry map of Kongsfjorden with characteristic land-
marks and tidewater glaciers. The red dot shows the location of
Ny-Ålesund. The red dashed line shows Kongsfjorden Transect
from outer end to the inner end of the fjord is advected from Tver-
berg et al. [12].

Kongsfjorden is about 350 m deep at the mouth and became shallow
towards the inland with typical depths less than 100 m in regions
east of Ny-Ålesund [13]. The absence of the sill at the fjord mouth
allows for exchanging the fjord and shelf waters [7]. The submarine
sills are outstretched from the Lovénøyane islands to northward and
southward, creating a barrier between the outer fjord and inner
fjord [14].
Seven tidewater glaciers terminate in the northern, eastern and
southeastern regions of the Kongsfjorden. Blomstrandbreen, Con-
waybreen, Kongsbreen, and Kronebreen are few examples
(Fig. 5.2) [14].
Kongsfjorden’s climate is relatively less oceanic compared to Horn-
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sund [15]. The mean annual air temperature and mean annual
precipitation were as follow -4.2◦C and 415.5 mm in 1969-2013 at
Ny-Ålesund [16]. In Ny-Ålesund, southeastern wind flows along
Kongsfjorden, transporting cold and dense air from the Kongsve-
gen glacier [17, 18].

5.2.2 Isfjorden

Isfjorden is the most extensive fjord system of the western Spits-
bergen, located in between 78◦-78◦50’N and 13◦-17◦30’E (Fig. 5.1).
Along the Isfjorden, the mean width is 24 km and length about
100 km [19]. In the shelf of Isfjorden, a trough (Isfjordrenna) of
about 250 m depth extends from the shelf edge to the mouth of
Isfjorden [5, 20]. As a result, Isfjorden is closely linked to the West
Spitsbergen Shelf and slope region, allowing the flow of warm At-
lantic water from the West Spitsbergen Current into the fjord.

Fig. 5.3: Bathymetry map of Isfjorden with side fjords and promin-
ent glaciers. The black line defines the fjord entrance [5]. The red
dashed line shows Kongsfjorden Transect from the entrance to the
inner end of the Billefjorden is advected from Skogseth et al. [19].

The Isfjorden mouth is 10 km wide and about 455 m deep; it is loc-
ated between Kapp Scania and Kapp Linne (Fig. 5.3) [5]. Isfjorden
has no distinct sill at the mouth. Therefore, influences from external
waters (Ex. Atlantic Water and Arctic Water) on the fjord occur
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year-round. The Isfjorden proper is the main basin, 70 km long
and 200-300 m deep, oriented to Northeast (at about 78◦10’N) with
about 60◦ clockwise angle in regard to the North [5]. The Isfjorden
proper contains four main side fjords: Nordfjorden on the northern
side, Sassenfjorden on the Eastward and Grønfjorden and Advent-
fjorden on the southern side (Fig. 5.3). In addition, Nordfjorden
heads to Dicksonfjorden and Ekmanfjorden and Sassenfjorden lead
to Tempelfjorden, and Billefjorden (Fig. 5.3). Billefjorden is the
only side fjord with the sill in the Isfjorden system [5].
Isfjorden has ten tidewater glaciers in northern, eastern and north-
eastern regions. Borebreen, Wahlenbergbreen, Samebreen, Nor-
denskiöldbreen, Tunabreen, Bogebreen and von Postbreen are few
examples (Fig. 5.3) [21, 22].
The climate of Isfjorden may be less oceanic than Hornsund (sim-
ilar conditions as Kongsfjorden [15]). In Isfjorden, the mean annual
precipitation is 196 mm at Svalbard Airport in 1971-2000 [23]. In
addition, the mean annual air temperature of the Svalbard Airport
area was -5.9◦C in the same period. During winter, the average
wind direction shifted from Northeasterly to Southeasterly during
1987-2017 period [19]. The higher winter air temperatures are char-
acterised by strong Southeasterly and Easterly winds, while North-
easterly winds drive lower winter air temperatures. Moreover, this
could be related to the winter cyclones around the Svalbard region.

5.2.3 Hornsund

In comparison to Kongsfjorden and Isfjorden, Hornsund is a com-
paratively small; it is located between 76◦56’-76◦94’N and
15◦45’-15◦78’E in the southernmost part of the West Spitsbergen
(Fig. 5.1). The fjord is approximately 30 km long and 2-12 km
wide [24].
The entry to Hornsund, which is located between the capes of
Worcesterpynten on the northern coast and Palffyodden on the
southern coast (Fig. 5.4) is very flat and shallow, with a maximum
depth of only 150 m [6]. The lack of a prominent entrance sill
allows shelf water to pour in from the outside. Moreover, the ba-
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thymetry map of Hornsund shows a deep sill of about 50 m, which
separates the main basin and inner basin of the fjord [6]. The
main basin of the fjord has a maximum depth of about 230 m [6].
The inner basin is a called Brepollen; it is about 13 km long and
1.7-15 km wide [24] (Fig. 5.4). The maximum depth of the Brepol-
len is about 140 m [24]. The glacier dynamics directly influences
the shape and size of Hornsund [25]. The average annual retreat
of glaciers in Hornsund was 70 m in 2000-2010 [26]. Apart from
Brepollen, several glacial bays were created by the glacier retreat;
examples include Western Burgerbukta and Eastern Burgerbukta
and Samarinvågen (Fig. 5.4).

Fig. 5.4: Bathymetry map of Hornsund with glacial bays and tide-
water glaciers. The black dashed line separating the outer part and
main basin represents the fjord mouth. The black solid line separ-
ate the main basin and Brepollen.

The majority of Hornsund is covered by glaciers (67% of total drain-
age basins) [26]. Hornsund has about fifteen tidewater glaciers.
Hansbreen, Paierlbreen, Mühlbacherbreen, Storbreen, Hornbreen,
Svalisbreen, Mendelejevbreen, Chomjakovbreen, and Samarinbreen
are examples of tidewater glaciers that terminate into Hornsund
(Fig. 5.4).
The climate of the Hornsund region is comparatively oceanic, in
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comparison to Kongsfjorden and Isfjorden [15]. The mean annual
air temperature and precipitation in Hornsund were -3.7◦C and
478 mm in 1979-2018 [27]. In addition, the majority of the winds
come from the East [26].

5.2.4 Comparison of Kongsfjorden, Isfjorden and
Hornsund

Here, the special characteristic features of the three fjords are com-
pared (Tab. 5.1).

Tab. 5.1: Comparison of specific features of Hornsund, Isfjorden
and Kongsfjorden.

Features Kongsfjorden Isfjorden Hornsund

1 Location 78◦50’-79◦05’N 78◦-78◦50’N 76◦56’-76◦94’N
11◦20’-12◦40’E 13◦-17◦30’E 15◦45’-15◦78’E

2 Length [km] 20-25 [10, 11] 100 [19] 30 [24]
3 Width [km] 4-10 [10, 11] 24 [19] 2-12 [24]

4 Depth at the 350 [13] 455 [5] 150 [6]
fjord mouth [m]

5 Presence of sill No [7]
Yes – between Yes – between

Isfjorden Proper Main Basin
and Billefjorden [5] and Brepollen [6]

6 Secondary bays/ 2 7 4
Side fjords

7 Tidewater glaciers 7 10 15

8 Time period of 1969-2013 1971-2000 1979-2018
meteorological observations (Ny-Ålesund) (Svalbard Airport)

a Mean annual air -4.2 [16] -5.9 [23] -3.7 [27]
temperature (◦C)

b Mean annual 415.5 [16] 196 [23] 478 [27]
precipitation

9 Prominent wind Southeasterly [17] Southeasterly Easterly [26]
and Northeasterly [19]

Comparison of Kongsfjorden, Isfjorden and Hornsund demonstrated
that:

• Kongsfjorden is the Northernmost fjord, while Hornsund is
the southernmost fjord of the West Spitsbergen.

• Isfjorden is the largest fjord among these three fjords.
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• The fjord mouths are deeper in Kongsfjorden and Isfjorden
while shallower in Hornsund. The impact of West Spitsber-
gen Current is stronger in Kongsfjorden and Isfjorden. The
impact of the Spitsbergen Polar Current is stronger in Horn-
sund. (The Spitsbergen Polar Current is the surface current,
and West Spitsbergen Current is the Intermediate current).

• The absence of a sill at the mouth is common for all three
fjords. This facilitates the flow of water from the shelf into the
fjords. However, Hornsund and Isfjorden show inner basins,
Brepollen and Billefjorden, respectively. Isfjorden records
a higher number of side fjords compared to the other two
fjords.

• Hornsund has more tidewater glaciers than Kongsfjorden and
Isfjorden.

• The periods of meteorological observations, for which mean
air temperature and precipitation are available in the public-
ations, were different for three considered fjords. Therefore,
it is not possible to compare directly these two parameters for
different fjords.

• The Kongsfjorden is more pronounced with Southeasterly wind
while Hornsund – with Easterly wind. In contrast, Isfjorden
experience both Southeasterly and Northeasterly winds.

5.3 Seasonal trends in the thermohaline
structure of the Arctic fjords

5.3.1 Internal and external factors affecting the ther-
mohaline structure

The stratification of Arctic fjords changes on a seasonal and inter-
annual scale. The layering of water masses is controlled by a series
of internal and external processes, which could be related to each
other. The processes are presented in Fig. 5.5 [18, 28]. Fig. 5.5 also
shows the typical pattern of the thermohaline structure of Arctic
fjords during summer, which is detailed in the next Sec. 5.3.2.



5.3. SEASONAL TRENDS … 113

Fig. 5.5: Schematic illustration of the classical arrangement of the
water layers in the Arctic fjord (Brackish surface layer, Intermediate
layer and Deep salty layer) [4]. The internal and external processes
affecting the stratification are also shown [18, 28]. The blue spiral
arrows show the melting of sea ice, icebergs and glaciers.

The internal processes acting within the fjord include: cryogenic
freshwater influx (melting of glaciers, icebergs and sea ice), precip-
itation, surface heat flux, local wind forces, tidal motion, sea ice
formation and brine rejection [18, 28]. The melting of glaciers and
icebergs enhances the freshwater influx to the surface layer of the
fjords [28]. This is an example of stratification driven by salinity
rather than temperature (see ‘brackish surface layer’ in Fig. 5.5). In
cloudless days during summer, surface layer outside of glacial bays
forms also as a result of the increased solar radiation [7, 18]. In con-
trast, the heat loss during winter and related sea ice formation with
brine release to the water below drive convection movements [18].
The main external process influencing the stratification is the ex-
change between fjord and external water masses (fjord-shelf ex-
change). The water masses brought by the West Spitsbergen Cur-
rent and Spitsbergen Polar Current drives this exchange. These
currents are presented in Fig. 5.1. The West Spitsbergen Current
is topographically steered along the continental slope of the West
Spitsbergen. It brings warm and salty Atlantic Water [29, 30]. The
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Spitsbergen Polar Current carries colder and comparatively fresher
Arctic Water as well as it can bring sea ice from the Barents Sea [31].
The Atlantic Water meets the Arctic Water via the West Spits-
bergen Shelf. The Spitsbergen Polar Current is a surface current
that often acts as a barrier between West Spitsbergen Current and
fjords [32, 33]. Different external factors determine the possibility
of advection of Atlantic Water from West Spitsbergen Current to
the shelf (e.g., coastal winds and eddy overturning) [18, 30, 34] and
then to the fjord (e.g., geostrophic control) [5, 7, 35]. For instance,
the heat loss from the surface layer will drive eddy overturning
across the shelf edge and keep the light water above dense water.
When the northerly winds are prominent, the surface water layer
moves away from the shelf towards the ocean. As a result, Atlantic
Water advection is occurred in intermediate or deeper levels of the
shelf. The Atlantic Water in the shelf intrudes into the fjord when
the water exchange barrier (geostrophic control) breaks down due
to the low-density differences between shelf water and fjord wa-
ter [12]. The inflow of the cold water from the Spitsbergen Polar
Current into the fjords has also been observed [36].
The variations of the thermohaline structure of fjords are the result
of interactions between the above mentioned internal and external
factors.

5.3.2 Characteristic features of the thermohaline
structure of the West Spitsbergen Fjords

Types of Water Masses

Understanding the spatial distribution of the water masses in fjords
is crucial for understanding the seasonal variations of the thermo-
haline structure of fjords. Different types of water masses found in
fjords of the West Spitsbergen can be classified as follows:

• external: Atlantic Water (AW) and Arctic Water [37–39]
• internal: Surface Water masses (SW), Local Water (LW) and

Winter Cooled Water (WCW) [18]
• mixed: Transformed Atlantic Water (TAW), Intermediate Wa-

ter (IW) and Cooled Atlantic Water (CAW) [18, 40].
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AW from the West Spitsbergen Current and Arctic Water from
the Spitsbergen Polar Current originate outside the fjord and bring
warm and cold water to the fjords, respectively. Moreover, the dis-
tribution of water masses in the summer is different in comparison
to the winter [18, 40].

Tab. 5.2: Temperature and salinity ranges of water masses common
for Hornsund, Isfjorden and Kongsfjorden as adapted from Svend-
sen et al. [18], Nilsen et al. [5] and Promińska et al. [31].

Water mass Potential Salinity [psu]
temperature [◦C]

Atlantic Water (AW) T>3 S>34.9
Surface Water (SW) T>1 S<34

Transformed Atlantic Water (TAW) T>1 34.7<S<34.9
Intermediate Water (IW) T>1 34<S<34.7

Local Water (LW) T<1
Winter Cooled Water (WCW) T<-0.5 S>34.4

Tab. 5.3: Temperature and salinity ranges of Arctic Water for
Hornsund (defined from the shelf) [31] and Isfjorden (defined from
Barents sea) [19], and Cooled Atlantic Water (CAW) for Kongsf-
jorden [40].

Fjord Water mass Potential Salinity [psu]
temperature [◦C]

Hornsund Arctic Water -1.5<T<2 34<S<34.5
Isfjorden Arctic Water T<0 34.3<S<34.8

Kongsfjorden Cooled Atlantic Water 1<T<3 S>34.9

Temperature and salinity ranges of major water masses common
for Kongsfjorden, Isfjorden and Hornsund as adapted from Svend-
sen et al. [18], Nilsen et al. [5] and Promińska et al. [31] are shown
in Tab. 5.2. Nevertheless, ranges of temperature and salinity for
Arctic Water, observed only in Hornsund and Isfjorden, differ from
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each other (Tab. 5.3.) [19, 31]. Apart from that, temperature and
salinity ranges for Cooled Atlantic Water, which is observed only
in Kongsfjorden, is stated in Tab. 5.3 [40].

General features of the thermohaline structure of the West
Spitsbergen fjords

According to Farmer and Freeland [4], silled fjords have a typical
summer thermohaline structure with three layers: surface, inter-
mediate, and deep. However, some studies reported that non-silled
Hornsund [41], Isfjorden [5] and Kongsfjorden [7] also display this
three layer arrangement during summer. Svendsen et al. [18] ex-
plained the three layer structure with the arrangement of water
masses in summer, common for the West Spitsbergen fjords. Ac-
cordingly, in the summer (July-September), freshwater from melt-
ing glaciers and sea ice and river influx enhances the freshwater
content of the Surface Water. The intermediate layer, observed be-
neath the surface layer, is a transition layer comprising Intermediate
Water or Transformed Atlantic Water [5, 18]. Intermediate Water
is formed by the combination of Surface Water and the subsurface
water below (Atlantic Water, Transformed Atlantic Water or Local
Water) via the heat exchange and mixing processes [5, 18]. Trans-
formed Atlantic Water is formed as a combination of Atlantic Water
and Arctic Water [18]. The deep layer below the intermediate layer
is comprised of old winter water, which could be produced e.g.,
from brine release during the sea ice formation and winter heat loss
to the atmosphere or due to the Atlantic Water advection into the
fjord [12, 18]. In the late summer, the stratification can be broken
down due to the surface cooling and starting of convection [41].
Generally, in winter (January-May), the fjord water is substantially
cooled at the surface layer due to heat loss to the atmosphere. The
surface cooling increases the water density and promotes convec-
tion. As a result, Local Water is produced [18]. In addition, when
the Local Water reaches its freezing point, the sea ice formation
releases brine [5]. This causes deep winter convection that can pen-
etrate the fjord bottom, producing the Winter Cooled Water [18].
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Common features of the thermohaline structure of Kongs-
fjorden and Isfjorden

Generally, the advection of Atlantic Water is expected to be oc-
curred only during summer [18, 28]. However, the studies of Kongs-
fjorden and Isfjorden have revealed that the Atlantic Water advec-
tion can be occured during winter also [12, 19]. Accordingly, three
types of winter scenarios have been identified for Isfjorden [19] and
Kongsfjorden [12] with the probability of Atlantic Water inflow:
Winter Deep, Winter Intermediate and Winter Open (Fig. 5.6a)-c)).
In the same figure (Fig. 5.6), three types of summer distributions
of water masses are also presented: Summer Deep, Summer Inter-
mediate and Summer Open (Fig. 5.6d)-f)).

Fig. 5.6: Illustration of the water mass structure in a) Winter
Deep, b) Winter Intermediate, c) Winter Open, d) Summer Deep,
e) Summer Intermediate, and f) Summer Open common for Kongs-
fjorden and Isfjorden. Modified from Fig. 21 of Skogseth et al. [19]
and mean temperature-salinity graphs of summers following win-
ters types in Tverberg et al. [12] and De Rovere et al. [42].

Accordingly, Winter Deep scenario (Fig. 5.6a)) are distinguished
by winter convection in the fjord which reaches the bottom of the
water column, with either none or strongly limited winter Atlantic
Water advection into the fjord. The deep convection occurs as
a consequence of effective sea ice formation, triggering brine re-
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lease, and strong heat loss to the cold atmosphere. It drives the
production of dense bottom water in the fjord (LW and WCW).
Unlike the previous winter scenario (Fig. 5.6a)), the Winter In-
termediate scenario (Fig. 5.6b)) is characterised by intermediate
depth limited winter convection, along with winter advection of
Atlantic Water into the deepest layer of the fjord. And the less ef-
fective sea ice formation is occurred due to the less heat flux to cold
atmosphere. Less dense LW/WCW occur above dense Transformed
Atlantic Water.
Winter Open scenario (Fig. 5.6c)) are distinguished by Atlantic
Water advection into the surface layer of the fjord, and the winter
convection of this Atlantic Water is extended to the bottom. This
situation is common during winters significantly different from the
previous two types, presented in (Fig. 5.6a)) and (Fig. 5.6b)), and
there is no sea ice is formed due to the inflow of Atlantic Water.
The deep Atlantic Water convection forms cold and high salinity
Local Water.
In addition, winter types impact on the following summer thermo-
haline structures. Accordingly, the key effect of the winter types
on the summer water mass stratification is the depth of summer
Atlantic Water advection (Fig. 5.6d)-f)). Moreover, the depth of
the summer Atlantic Water advection is strongly influenced by the
density of the old winter water [12].
In the following summer of Winter Deep scenario (Summer Deep,
Fig. 5.6d)), Atlantic Water advection occurs at a certain intermedi-
ate depth. The surface layer contains brackish Surface Water. The
inflowing Atlantic Water converts to Transformed Atlantic Water
over the depth above the remaining cold and dense LW/WCW,
produced in winter. Furthermore, as a result of the mixing of Sur-
face Water and Transform Atlantic Water, the warm Intermediate
Water layer occurs.
In the following summer of Winter Intermediate scenario (Summer
Intermediate, Fig. 5.6e)) the Atlantic Water advection occurs at
a deeper layers compared with the Summer Deep scenario. The
surface layer is colder and less saline in this case due to the warm
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and saline Atlantic Water intrude into deep layer, is not signific-
antly affect the surface layer. Unlike the Summer Deep case, the
Intermediate Water is cold due to the mixing of Surface Water and
Local Water below.
In the summer of Winter Open (Summer Open, Fig. 5.6f)) condi-
tion, the advection of Atlantic Water may be incredibly shallow as
a result of relatively dense winter water produced from the Winter
Open compared to the Winter Deep. The Surface Water and warm
Intermediate Water occur above the Transformed Atlantic Water
with dense Local Water in the deepest part.
The internal and external factors discussed in Sec. 5.3.1 differently
affect the thermohaline structure of the fjords in different seasons.
Moreover, the impact of density differences between the fjord wa-
ter and adjacent shelf water on the Atlantic Water advection vary
during summers and winters; for example, the water exchange bar-
rier may occur or not (geostrophic control) [7, 35]. This causes
significant variations in temperature-salinity profiles of the fjord by
modification of water mass distribution and variability of Atlantic
Water advection. Therefore, in some circumstances, the water mass
distribution and so the thermohaline structure of the fjords show
some deviations from the typical structure.

Kongsfjorden – deviations from common schemes

Although Kongsfjorden has winter types as shown in Fig. 5.6a)-c),
some deviations from the common pattern can be observed [12].
Here onwards, we discuss those deviations which are specific only
for Kongsfjorden.
The deviations of the Winter scenarios (from the diagrams presen-
ted in Fig. 5.6a)-c)) are the followings:

1. Winter Deep – The entire water column is filled only with
Winter Cooled Water (T<-1.5◦C; S>34.7 psu) (See Fig. 3.13
Winter temp. 2002 and Winter sal. 2002 in Tverberg et al. [12]).

2. Winter Intermediate – Only Local Water is present from
surface to intermediate depth (See Fig. 3.13 Winter temp.
2004 and Winter sal. 2004 in Tverberg et al. [12]).
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3. Winter Open – The entire water column is filled with Cooled
Atlantic Water (1.5<T<3◦C; S>35 psu) (See Fig. 3.13 Winter
temp. 2007 and Winter sal. 2007 in Tverberg et al. [12]).

In some circumstances, the summer types following winters show
some water mass modification unique only for Kongsfjorden, despite
common summer patterns in Fig. 5.6d)-f).
The deviation of the Summer Types (from the diagrams presented
in Fig. 5.6d)-e)) are the followings:

1. Summer Deep – Warm and thin surface layer (T>5◦C).
Local Water is prominent in the deeper layer (T<1◦C) (See
Fig. 3.13 Summer temp. 2002 and Summer sal. 2002 in Tver-
berg et al. [12]) . In some cases, Transformed Atlantic Water
occurs in the deeper layer [42].

2. Summer Intermediate – Thick Surface Water layer is present
(See Fig. 3.13 Summer temp. 2004 and Summer sal. 2004 in
Tverberg et al. [12]).

3. Summer Open – Cooled Atlantic Water is prominent in
the deeper layer below Atlantic water (See Fig. 3.13 Summer
temp. 2007 and Summer sal. 2007 in Tverberg et al. [12] ) or
Transformed Atlantic Water.

Accordingly, pure Atlantic Water from the West Spitsbergen Cur-
rent can be also observed in Kongsfjorden during summer [12]. Fur-
thermore, the densest water of Kongsfjorden is not Winter Cooled
Water but Cooled Atlantic Water [12, 40].
Notably, the Winter Deep and Winter Intermediate winters were
pronounced before mid of 2000, and Winter Open winters were
pronounced following years [12, 42]. Accordingly, Kongsfjorden was
gradually warming recently due to the active role of Atlantic origin
waters. As a result, Kongsfjoden has been transformed from the
Arctic to the Atlantic type over the last decade [12, 42].

Isfjorden – deviations from common schemes

When considering Isfjorden, researchers focused on Isfjorden Proper
and Billefjorden (See Fig. 5.3; [5, 19]). The Isfjorden proper has no
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sill at the mouth [5]. In contrast, the situation of the Billefjorden
is different because Billefjorden is the only side fjord with the sill
in the Isfjorden system [5].
The Isfjorden Proper shows winter types, see Fig. 5.6a)-c); however,
some deviations from the typical structure could be observed [19]:

1. Winter Deep – Patches of Local Water are found in in-
termediate depths (T>-0.5◦C) (See Fig. 7a and Fig. 7b in
Skogseth et al. [19]).

2. Winter Intermediate – Low salinity Winter Cooled
Water (S<34.5 psu) is above high salinity Local Water
(34.5<S>34.7 psu) (See Fig. 7d and Fig. 7e in
Skogseth et al. [19]).

3. Winter Open – Water column is filled with cooled Trans-
formed Atlantic Water (T<1◦C; 34.7>S<34.9 psu) (See Fig. 7g
and Fig. 7h in Skogseth et al. [19]).

In some circumstances, the summer types following winters
(Fig. 5.6d)-f)) show water mass deviations unique only for Isfjorden,
despite common summer types.
The deviations of summer types are following:

1. Summer Deep – Local Water is prominent in the deeper
layer (T<1◦C) (See Fig. 7j and Fig. 7k in Skogseth et al. [19]).

2. Summer Intermediate – Patches of Local Water are presen-
ted in intermediate depths (T<1◦C) (See Fig. 7m and Fig. 7n
in Skogseth et al. [19]) .

3. Summer Open – Cooled Transformed Atlantic Water
(1<T<1.5◦C) can be found in the deep layer (See Fig. 7p
and Fig. 7q in Skogseth et al. [19]).

The differences in winter structure between Billefjorden and Isf-
jorden Proper are following:

1. The water column of Billefjorden is filled only with the Winter
Cooled Water (T<-0.5◦C; S>34.4 psu) for all winter types
(See Fig. 7a, Fig. 7b, Fig. 7g, and Fig. 7h in Skogseth et al. [19]).

2. The winter type shown in Billefjoden is similar to Winter
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Deep (See Fig. 5.6a)).
The differences in summer structure between Billefjorden and Isf-
jorden Proper are following:

1. Summer Deep – Winter Cooled Water (T<-0.5◦C;
S>34.7 psu) is prominent in the deeper layer (See Fig. 7j and
Fig. 7k in Skogseth et al. [19]). Transformed Atlantic Water
is absent.

2. Summer Open – Winter Cooled Water (T<-0.5◦C;
S>34.8 psu) is prominent in the deeper layer (See Fig. 7p
and Fig. 7q in Skogseth et al. [19]).

Recently, the Isfjorden system has been warming gradually in the
winter due to the increased Atlantic Water Advection [19, 30]. As
a result, Winter Open winters were more pronounced in the last
decade, while Winter Deep and Winter Intermediate winters were
pronounced before 2011 [19]. Accordingly, Isfjorden has been trans-
formed from the Arctic to the Atlantic dominance in winter over
the last decade.

Hornsund – deviations from common schemes

Southernmost Hornsund does not show all winter types as Kongsf-
jorden and Isfjorden [31].
The deviations from typical winter types are the following:

1. The water column of Hornsund is filled with Local Water and
Winter Cooled Water (Fig. 5.7a)).

2. The winter type shown in Hornsund is similar to Winter
Deep (See Fig. 5.6a)).

Considering the summer type of stratification in Hornsund, the
two basins should be considered separately – Main Basin and Inner
Basin (Brepollen) (See Fig. 5.4). These two regions differ in terms
of the water mass structure during summer [31].
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Fig. 5.7: Illustration of the winter and summer water mass strati-
fication in Hornsund, a) Winter (Modified from Cottier et al. [28]),
b) Main Basin in summer and c) Brepollen in summer [31].

Deviations of summer structure in the Main Basin are the following:
1. Local Water is present in the deep layer when Atlantic Wa-

ter is absent on the shelf (Fig. 5.7b)) (See Fig. 4 in Prom-
ińska et al. [31]).

2. Transformed Atlantic Water is present in the deep layer when
Atlantic Water is found on the shelf (Fig. 5.7b)) (See Fig. 4
in Promińska et al. [31]).

3. In some exceptional cases Intermediate Water is found below
the Surface Water, filling the entire basin towards the bottom
when less Transform Atlantic Water is at the bottom of the
shelf (See Fig. 4 in Promińska et al. [31]).

Accordingly, the thermohaline structure of the Main Basin may de-
pend on the waters on the shelf rather than the remains of previous
winter water [31].
The difference in the summer structure in Brepollen in comparison
with Main Basin is the following:

1. The deep layer is characterized by Winter Cooled Water below
Local Water (Fig. 5.7c)).

2. In rare cases, the Atlantic Water can pass the sill and reach
Brepollen, resulting in the presence of Transformed Atlantic
Water at the intermediate depth (e.g. summer 2014; Prom-
ińska et al. [31]).

Notably, Hornsund received large ice packs from the Barents sea
in addition to Arctic Water from Spitsbergen Polar Current [31].
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Therefore, the reason behind Hornsund remains as a more Arctic
dominance fjord is the significant influence of Spitsbergen Polar
Current than Atlantic Water from West Spitsbergen Current [6, 15].

5.3.3 Comparison of seasonal variations of the ther-
mohaline structure in Kongsfjorden, Isfjorden
and Hornsund

The comparison of seasonal variations of the thermohaline structure
in Kongsfjorden, Isfjorden and Hornsund is presented in Tab. 5.4.

Tab. 5.4: Comparison of winter and summer variations of thermo-
haline structure in Kongsfjorden, Isfjorden and Hornsund.

Seasonal Kongsfjorden Isfjorden Hornsund
variations

WINTER
Prominent water inflow Atlantic Water [12] Atlantic Water [19] Arctic water and ice packs

from the shelf from the Barents Sea [31]

Winter scenarios Three winter Three winter Winter Deep [31]
scenarios [12] scenarios [19]

Prominent water masses TAW and CAW
Low dense WCW,

WCWin winter Cooled TAW in Isfjorden Proper
and WCW in Billefjorden

SUMMER
Main freshwater Glacier meltwater Glacier meltwater Glacier meltwater

influx runoff [18] runoff [43] runoff [44]
Prominent water inflow Atlantic Water [12] Atlantic Water [19] Arctic water

from the shelf and Antlatic Water [31]

Summer scenarios Three summer Three summer –
scenarios [12] scenarios [19]

Prominent water masses CAW Cooled TAW in Isfjorden Proper LW/TAW in Main Basin
in summer dense WCW in Billefjorden and WCW in Brepollen

In Tab. 5.4, the winter variations thermohaline structure of Kongs-
fjorden, Isfjorden and Hornsund are presented in 1, 2 and 3 rows.
The summer variations of thermohaline structure are presented in
rows 4, 5, 6 and 7.
Analysis of Tab. 5.4 demonstrates that the main difference in winter
and summer scenarios is between Kongsfjorden, and Isfjorden from
one side and Hornsund from the other side. It includes:

1. The impact of Arctic water is specific, mainly in Hornsund.
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2. Only one winter scenario is typical of Hornsund, while for
Kongsfjorden and Isfjorden – the three winter and summer
types

3. There is also a difference in the types of water masses, e.g.,
WCW is observed only in Hornsund and was not registered
in Kongsfjorden, and the Isfjorden Proper.

4. The glacier meltwater runoff is the main freshwater contrib-
utor in three fjords.

Notably, there are differences in winter and summer scenarios of
Kongsfjorden and Isfjorden also. In the Kongsfjorden, the intens-
ity of Atlantic type water is higher (Cooled Atlantic Water) than
Isfjorden (Cooled Transform Atlantic Water).

5.4 Kongsfjorden, Isfjorden and Hornsund
in a warming climate: current observa-
tion and future perspectives

Changes that occur in the atmospheric and oceanic circulation pat-
terns due to climate change enhance the influence of warm and sa-
line Atlantic Water in the Arctic region; this mechanisms is called
‘Atlantification’ [45, 46]. Therefore, an increased advection of the
Atlantic Water from the West Spitsbergen Current to the West
Spitsbergen Fjords is observed [35, 47]. The Atlantic Water influx
is linked with the temperature and salinity variations of the water
layers in Kongsfjorden, Isfjorden and Hornsund.
During the last decade, Kongsfjorden and Isfjorden have been gradu-
ally warming due to the increased advection of Atlantic Waters in
the fjords. As a result, Kongsfjoden and Isfjorden have been trans-
formed from the Arctic dominance to the Atlantic dominance fjords
over the last decade [12, 19, 42]. In addition, the presence of At-
lantic origin water (Atlantic Water or Transform Atlantic Water) in
Hornsund has increased during the last decade [36]. However, Horn-
sund has preserved its Arctic dominance due to the regulating effect
of Arctic Water, delivered by the Spitsbergen Polar Current [36].
Spitsbergen Polar Current acts as a barrier between the West Spits-
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bergen Current and Hornsund. Notably, continuing Atlantification
of the Arctic ocean may diminish the role of the Spitsbergen Polar
Current on the Hornsund. If this happens, Hornsund will be more
sensitive to the influence of the West Spitsbergen Current and may
warm rapidly. However, a different scenario is also possible.
The warming-induced glacier melting is pronounced in Arctic fjords.
For instance, the retreat of tidewater glaciers in Hornsund is accel-
erating in last few decades from warming in Svalbard [26]. The
accelerated retreat of glaciers cause fjord freshening. Long-term
freshening of fjords may cease the shelf-fjord water exchange due to
the creation of density barriers. Consequently, I hypothesize that
Hornsund may stay isolated from the influence of the Atlantic Wa-
ter, at least to a certain extent. Moreover, due to fast retreating
of Hornbreen terminus (See Fig. 5.4), Hornsund may transform to
a strait, which will separate the most southern part of the Spitsber-
gen (Sørkapp Land, See Fig. 5.1) from the other part of the island
in the future [48]. The opening of such strait, which is related to
warming, would change the thermohaline structure of Hornsund
dramatically.
In conclusion, the West Spitsbergen fjords are sensitive to the At-
lantification of the Arctic. The variability of the thermohaline
structure of fjords may play an important role as an indicator of
the ocean sensitivity to the global climate shifts.
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6.1 Introduction

Biomass measurements, so important for the proper assessment of
the ecosystem condition and planning of the fishery management,
are carried out using mainly acoustic techniques. These techniques
are used because of their undoubted advantages, such as their long
range in water, the ability to study a large area at once, and being
non-invasive. But, one of the disadvantages of the acoustic meth-
ods is their sensitivity to changes in the behaviour of the fish [1–4].
To convert echo signals into useful information on fish biomass, the
mean backscattering cross-section or the mean target strength is
needed [5–7]. The backscattering cross-section provides a measure
to quantify the returning echo intensity after a transmitted acous-
tic pulse encounters an object and is scattered in the backward
direction, while the target strength (TS) is its logarithmic repres-
entation [7]. The accuracy of the fish biomass estimation depends
therefore on the accuracy of the measured TS value. How individual
fish scatters the sound back towards the sonar depends primarily on
the morphology of the fish, the sound frequency used (echosounder
frequency), the orientation of fish in the water relative to the in-
cident sound wave [8, 9], and also on the depth – the swimbladder
changes its volume depending on the pressure [9–11].

Fig. 6.1: Positive and negative tilt angles.

The tilt angle, which can be defined as the angle between the cent-
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ral axis of a fish (imaginary line going through fish from its tail to
jaws) and a horizontal line, determines the angle at which an incid-
ent acoustic wave hits the fish. Due to the fact that scattering by
many fish species is highly directional, the target strength could be
described as a function of fish tilt angle [8–10, 12, 13]. The orient-
ation angle of the fish in the school is therefore a very important
factor that should be taken into account when estimating their bio-
mass. Here we use a convention that when the fish heads up, its tilt
angle is positive, and when it heads down, its tilt angle is negative
(Fig. 6.1). The tilt angle distribution of herring depends on their
behaviour, which may be a typical pattern related to the time of
day and is subject to regular diel/seasonal variations, or may be
disturbed by predators or human activities. In particular, the tilt
angle distribution of herring will vary between foraging, schooling,
and vertical migration [14, 15]. The approach taken in this chapter
is to review the recent literature on measuring herring tilt angles,
observing its patterns of behaviour, and deviations from them, such
as avoidance of vessels, and have a discussion comparing the results
and different methodologies.

6.2 Herring swimming patterns and buoy-
ancy

Herring, as a physostomous, are not able to secrete gas into their
swimbladders to increase buoyancy, they must take air from the sur-
face [9, 16, 17]. Therefore, since the volume of the bladder changes
with depth according to Boyle’s law [15, 18, 19], their buoyancy
also changes with depth. If the fish stay at a depth for a long time,
another factor appears; the gas is lost by diffusion through the wa-
ter bladder wall and the buoyancy may be reduced even further [9].
At the depths where the herrings remain neutral buoyant there is
no need for any special swimming technique and they usually swim
horizontally [20]. Close to the surface they may have high positive
buoyancy, and to compensate for this they swim with negative tilt
angles (head down, see Fig. 6.1). When diving to deeper depths
herring can downward glide [15, 20, 21]. To reach the greater depth
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(e.g. defense response against predators), herring are known to re-
lease gas from swimbladder when descending [22, 23]. Air bubbles
releasing changes fish buoyancy and they descend rapidly to greater
depths. The changes of buoyancy have to be compensated by the
way of swimming – they may increase speed or introduce a correc-
tion angle [15, 24]. Since herring is a constant swimmer [15, 24],
no herring is observed at a very low swimming speed or hovering.
However, observations do not support the expectation that an in-
crease in swimming speed for herring at depths should be observed
in order for them to compensate for negative buoyancy [15]. On
the contrary, the observed trace velocities were slower at greater
depths. Rather than increasing swimming speed, the herring ad-
justs the tilt angle, as this strategy is energetically advantageous.
To maintain a constant depth while being negatively buoyant, her-
rings also use a technique in which they alternately swim upward
with greater speeds (greater than body length per second) and
then slowly sink/glide down. This is called the rise and glide tech-
nique [15, 21].
In addition to the properties of swimbladders, tissue density is also
a factor that influences buoyancy. He & Wardle (1986) [25] conduc-
ted a study of mackerel and found the tilt angle to be positively cor-
related with fish body density. Atlantic herring has a higher body
fat content than Baltic herring, which may partially compensate for
the negative buoyancy effect at depths (the depth of neutral buoy-
ancy will vary depending on the body fat content of the fish and
thus the tissue density) [9, 11]. This may be the reason why the
orientation angle distributions would change seasonally [20], which
would be associated with a decrease in lipid reserves during the
wintering period [1], hence resulting in an increase in fish tissue
density.
Main conclusions – herring swimming strategies depends on buoy-
ancy and could be as follows:

• in the neutral buoyancy range, herring will swim more or less
horizontally,

• outside the neutral buoyancy range, herring will swim with
a correction angle,
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• outside the neutral buoyancy range, herring occasionally swim
up and then descends (rise and glide technique).

6.3 Diel variation

Let us now discuss how the behaviour of fish changes during the
diurnal cycles and how this will affect the orientation of the fish.
These changes result from predator avoidance, foraging, and energy
conservation strategies [1, 15, 20].

6.3.1 Schooling behaviour during day – impact on fish
orientation

A school of fish can be simply defined as a dense group of fish
swimming together [26]. Fish can disperse and swim individually,
or they can aggregate into interacting groups - for example dur-
ing feeding and spawning - and some species can swim in large,
dense schools during the day time [3]. This type of behaviour is
also typical for herring – herring could gather together when the
lighting is above a certain level [17]. During the day they could
remain at greater depths, concentrated in dense schools. Swim-
ming in schools is considered to be an effective form of underwater
movement and is beneficial to individuals. It allows for a greater
probability of surviving predator attacks, more effective foraging,
hydrodynamic advantages, and easier migration than for a single
individual [3, 27]. One of the main reason that herring aggreg-
ate in schools during the day in deeper waters is to avoid pred-
ators guided mainly by the sense of sight during hunting, mainly
cod (Gadus morhua), saithe (Pollachius virens) and killer whales
(Orcinus orca) [20]. The more densely packed the fish school is,
the more consistent their orientation angles become and the more
movements of the fish are coordinated (the standard deviation of
the school tilt angle decreases). Different orientation angles only
occur at the periphery of the school where the fish density is lower.
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6.3.2 Night-time shoaling behaviour – impact on fish
orientation

At night, the schools of fish often disperse and spread into looser
clusters and layers [3, 15, 17, 20]. Apart from the fact that there are
a large number of fish in some area, such groups do not show any co-
ordination between individuals. To distinguish them from schools,
Pitcher (1983) [28] proposes that such fish aggregations be termed
’shoals’. When the schools of Norwegian spring-spawning herring
disperse into layers and shoals at night, the fish stocking density
can drop by two orders of magnitude from an average of about
1-2 fish/m3 to 0.02 fish/m3 [3]. The behaviour of fish schools is
different at night from that during the day as described in the pre-
vious subsection. It is because as dusk sets in,the risk of attack by
visual predators is lowered. A large portion of fish population then
migrates vertically to the upper water layers. The main purpose
of this ascent could be to reduce swimming energy consumption
and refill swimbladder. Closer to the surface, fish swimbladders are
more inflated and have a greater volume, so the fish do not need to
spend as much energy to overcome sinking as at greater depths [15].
Additionally, Huse & Korneliussen (2000) [20] observed that for
overwintering Atlantic herring towards midnight there was an up-
ward movement of the deeper layers, and then a subsequent slow
sinking again until reaching the daytime level at dawn. The func-
tion of this ascent during the night was interpreted as energy con-
servation - one firm upward movement in the middle of the night
is energetically more beneficial than frequent alternating upward
swimming and gliding [21]. This behaviour may only be unique
to overwintering since herring barely feed during this period, and
must limit their energy expenditure.
The rise and glide technique used at night will cause herring angles
to vary greatly. This can be observed during acoustic measure-
ments where the lower TS values obtained during night could be
explained by widening the distribution of angles [20]. Since there
is no coordination in shoaling as there is in schooling during the
day, the orientation angle distribution will be much wider. An ad-
ditional factor that may explain the lower TS values recorded at
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night is that fish closer to the surface are more susceptible to ves-
sel avoidance [29–31], which may cause tilting as well as swimming
out of acoustic detection range. A more detailed discussion of this
phenomenon will be provided in the following sections.

6.3.3 Diel vertical migration

During the day, herring swim at deeper depths in tight schools,
at night they move closer to the surface and spread into looser
layers. In between these two behaviours, there is a transition stage
when herring carry out vertical migration at dawn and dusk. The
movement of herring schools during the migration impacts on its
target strength. In some studies, particularly low TS values were
recorded at dusk and partly at dawn [20], which were related to the
tilt angles that herring need to maintain during vertical migration.
The tilt angles during dawn and dusk migrations may differ from
each other, which could be indirectly verified by different TS values
in these two periods. The recorded TS minima measured during
dawn migrations were less pronounced than the minima measured
during dusk migrations due to some of the herring descending to
daily depth during the night. This may be due to the fact that
the herring does not have to change its spatial orientation as it
sinks, it can simply release air from the swimbladder, so the angle
distribution may be completely different when herring swim up or
descend.

6.4 Diel variation in behaviour – measure-
ments of herring orientation angles

6.4.1 Research methodologies

Measuring the spatial orientation of fish is often very challenging.
Acoustic measurement methods, despite their enormous advant-
ages, such as being much less invasive and also providing a much
larger sample volume, are more difficult to be implemented and
their data are hard to interpret [32, 33]. Therefore, more direct
optical methods are used most often.
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The method includes lowering the camera into the fish school, along
with a reference point against which the orientation angle of the
fish can be measured. The problem of such an approach is its lim-
ited visibility in seawater and its lighting, so the method can only
be performed on a small scale (sample volume and number of ob-
served individual fish). Due to this fact, some measurements were
carried out only during the day, with good visibility and at shallow
depths [24, 34]. Some of the measurements were carried out with ar-
tificial lighting [35], or with far-red light used to minimally disturb
the animals (visible light may cause fish to react significantly dis-
rupting the measurements) [36]. Some of the measurements were
carried out on natural schools, for example, during herring win-
tering in Norwegian fjords [15, 20], and some on fish enclosed in
artificially built experiment pens [10, 24, 34]. The swimming speed
and direction (orientation) of individual herring were meanwhile
measured with the target tracking method [15, 24].

6.4.2 Measuring tilt angles – results

This section will discuss the results of experiments carried out to
estimate the orientation angles of fish.
Comparison of the parameters of orientation distribution measured
in various experiments [14, 15, 24, 34, 35] described in this section
is presented in Tab. 6.1. Here γ̄ – mean value (third column) and
Sγ – standard deviation (fourth column) of the measured orient-
ation distribution, assuming a Gaussian distribution. A positive
value of the angle indicates a head up position of the fish, while
a negative value means head down position (Fig. 6.1). The second
column contains references to the source publications, and the last
one contains comments about the conditions of the experiment.
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Tab. 6.1: Synthetic comparison of herring orientation angles meas-
ured in various experiments.

Reference γ̄ [°] Sγ [°] Remarks

Radakov et al., 1959 [35] app. 0 - visual observation from the submarine
at a depth of 80-100 m

Beltestad, 1973 [14]
3.8 6.0 for herring individuals observed

during the day

0.2 11.9 for herring individuals observed
during the night

Ona, 1984 [34]

-3.9 12.8 for 1819 individuals of herring
at a depth of 1.5 m

-3.2 13.6 for 898 individuals of herring
at a depth of 4 m

0.2 11.9 for for 874 individuals of herring
at a depth of 30 m

Ona et al., 1996 [15]

0 10 for aggregation of herring at night
at 62 m

-10.0 5.0 for aggregation of herring at day
at 200-260 m

40.0 10.0 for aggregation of herring at night
at depths of 330-360 m

30.0/-30.0 - bimodal distribution with both positive
and negative modes, daytime

at depths of 330-360 m

Ona, 2001 [24]
-1.1 10.0 for a single adult herring observed for

30 h in a pen close to the surface

-3.1 14.2 for 943 herring individuals in the pen
at depths up to 30 m

The first attempts to estimate the orientation angle of herring by
direct observation were made by Radakov and Solovjev (1959) [35]
(first row in Tab. 6.1), who visited the wintering areas of Norwe-
gian spring-spawning herring in a submarine. The herring were ob-
served both visually in artificial light and acoustically with an echo
sounder. It was observed that at a depth of 80–100 m, angles of
orientation were mostly horizontal in the evening, but with a pre-
dominant negative tilt around dawn. The depths of these observa-
tions were not accurately recorded, ranging from 80 to 100 meters.
If this observation is correct, it could mean that the herring at this
depth had neutral buoyancy, which is contradicted by later meas-
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urements [15]. No other later experiment obtained similar results,
however, their results are questionable due to their use of artificial
light. Betelstad (1973) [14] (second row in Tab. 6.1) investigated the
dependence of angle distributions on fish behaviour, in particular
the feeding at night and schooling during the day. Photographically,
it has been estimated that the probability density function (PDF)
had a mean daytime tilt angle of 3.8°, with standard deviation of
6.0°. For herring individuals observed during the night it was -3.2°
of the mean with 13.6° standard deviation. The next experiments
were carried out in pens and artificial reservoirs. Ona (1984) [34]
(third row in Tab. 6.1) conducted optical measurements during the
day in net pens with a volume of 100 m3, placed in a fjord. In a net
pen approximately 6-7 fish / m3 was placed, at several adaptation
depths. Although some extreme orientation angles of up to 50 de-
grees were observed, the mean orientation angle of fish swimming
close to the surface was close to a level with a slightly negative
mean value. His photographic measurements showed that for her-
ring at depths of 1.5 and 4 m, the tilt angle distributions were –3.9°
(S.D. = 12.8°) and 0.2° (S.D. = 11.9°), respectively. He also noticed
that at a depth of about 30 meters, the herring clearly acquired neg-
ative buoyancy, and began to swim at a higher speed and inclined at
a certain angle (the head was up in relation to the tail, see Fig 6.1).
This was reflected in the frequency distribution of the tilt angle
– then the herring’s mean orientation angle was 6 to 11 degrees,
heads up. Ona (1984) [34] conducted research only to a depth of
30 meters because this was depth sunlight reached, allowing obser-
vations using the optical method (with no artificial light necessary),
therefore data from greater depths cannot be compared. However,
even from measurements at a depth of 30 meters, it was concluded
that the herring had a negative buoyancy at greater depths and
that positive orientation angles should be expected to compensate
for it [34]. Huse & Ona (1996) [15] (fourth row in Tab. 6.1) conduc-
ted research in which a frame with a sonar transducer and camera
connected with cables was lowered into the herring schools, while
the research vessel was drifting. He observed the impact of buoy-
ancy on fish orientation: orientation angles close to the horizontal
were recorded at shallow depths, and a change in the tilt angle
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was noticeable when the herring achieved negative buoyancy while
descending. At great depths (330 m) at night, large angles, up to
40 degrees, with the head upwards were recorded. The following
values can be read from figures 2 and 3 of Huse (1996) [15]: at
night at 62 meters, average tilt angle was 0°, and during the day
at a depth of 200-260 m, average tilt angle was -10°. At greater
depths, in the order of 330-360 meters mean tilt angle was 40° at
night, while a bimodal distribution with both positive and negative
mode during the day. Ona (2001) [24] (fifth row in Tab. 6.1) ob-
served that while the mean values of the tilt angles at 20, 25, 30,
and 40 m were close to zero or slightly head-up, near the surface
(at a depth of 5 m) there was a slightly negative average head-down
posture, -1.61°. The herring thus compensated for the positive buoy-
ancy caused by the slight compression of the swim bladders. The
angles were also close to the level, head up by day, head down at
night (Fig. 6.1). Ona (2001) [24] observed an individual adult her-
ring that was swimming freely in the experimental pen for a period
of 30 hours. The target tracking method, combined with additional
optical (camera) observations, was used. The camera determined
the angle of their orientation, and the transducer following their
movements was lowered into the school for better resolution (the
degree of accuracy in estimating the herring swimming angle de-
pends on the resolving power). Measurements were carried out
with no artificial lights – natural light conditions only.
The herring, swimming mainly at shallow depths in the pen, passed
through the transducer beam at a mean angle that was almost ho-
rizontal (–1.1° and –0.7°) with a standard deviation of about 10°.
These distribution parameters are similar to the photographically
estimated distributions of the herring tilt angle under similar condi-
tions. The resultant estimated average swimming speed of herring
was 35 cm per second or about 1.1 body lengths per second.
Ona (2001) [24] investigated the difference between the swimming
angle of an individual fish and the actual orientation angle compar-
ing results of the target tracking method and optical one.
Comparison of data from 5 depth intervals, from 5 to 40 m, showed
that the herring generally swam straight with respect to its body
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axis, and the difference between the actual tilt angle and the swim-
ming angle was small at all depths [24]. However, the data were
analysed only up to a depth of 40 m, and at greater depths this
difference may increase.

6.5 Disturbances in fish behaviour

6.5.1 Predator avoidance behaviour

Having an open swimbladder for herring has the advantage of be-
ing able to perform rapid vertical movements in response to preda-
tion [37]. Nottestad (1998) [23] studied the behaviour of the school
when interacting with predators, with an emphasis on releasing
gas bubbles when changing depth. In his study the ship was con-
stantly hovering over the target herring school that was observed
with a down-looking sonar, looking for a predator to attack the fish
school. When the predator attacked, the herring from the school
released some of the air from their swimbladders. This was visible
on the sonar and a foam formation was observed on the surface.
The release of the gas made the herring school a sudden downward
movement and in all cases ended the predator-prey interaction [23].
Fast downward swimming appears to be a common and effective
response against predators in schools of herring [37]. In addition,
the active release of gas from their swimbladders can be an effective
contributor to avoiding predators by scattering light and thus re-
ducing the range of vision of predators, especially near the surface
during the day. It has also been suggested that gas bubbles can
confuse orcas biological sonar by scattering sound [38].

6.5.2 Vessel avoidance

The mere presence of a research vessel may cause a reaction among
the fish that disrupts their measurement. Three factors can influ-
ence fish behaviour: vessel lighting, vessel noise, and the hydro-
dynamic pressure field generated by the vessel. We will consider
the influence of these factors in turn. A vessel-induced fish reaction
can be defined simply as a change in behaviour in response to the
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approach of a moving survey vessel [4]. Changing behaviour most
often involves trying to move away from the source of the stimulus.
Common reactions are escaping to the deeper water or sideways and
changes in the distribution of tilt angles in the school [2, 7]. Ship
avoidance can be interpreted as predator avoidance behaviour [39].
Fish are known to be attracted to or avoid light and visual stimuli
from ships [40], but visual stimuli are unlikely to cause a long-
range response, especially during the day [3, 4]. The underwater
sound emitted by vessels is believed to be the most likely trigger
for a long-range response, as ships generate high levels of noise in
the fish hearing frequency range that propagates fast and far away
from the vessel [2, 31, 41]. However, it does not have to be the
only factor [42]. Olsen et al. (1982) [41] proposed a model that
described vessel avoidance behaviour as a function of the pressure
gradient of the propeller noise. The extent of the vessel avoidance
reaction was strongly dependent on the depth at which the fish
were staying. The biggest change in the behaviour of fish is when
they are close to the surface [29, 39, 41]. When the herring is in the
depths (>250 m) the reaction is not noticeable every time [43]. The
effect also varied depending on the time of day and was much more
pronounced at night, but this is most likely related to the depth of
the fish. Vabøet al. (2002) [39] stated that the effect of avoidance
reactions for herring faded out below 100 m, and was not observed
below 150 m at night. The absence of avoidance reaction during the
day could be explained with the fact that during the day the main
part of the biomass was distributed below 150 m. However, Olsen
et al. (1983) [29] stated that the reaction of the fish was similar
both during the day and at night, based on measurements for vari-
ous species of fish, including those that did not migrate. Despite
the different conditions, all species reacted by changing behaviour
in response to the ship’s approach. The greatest reaction – polar
cod – was observed up to 150 m from the ship [29]. Mitson & Knud-
sen (2003) [31] also studied the reactions of fish to the approaching
vessel to assess the responsible factors for disturbing the fish. They
showed that avoidance behaviour by a herring school was shown
to result from a noisy vessel, by contrast, there was an example of
no reaction of herring to a noise-reduced vessel. Their observations
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of echo energy from schools were made from a downward-looking
echo sounder transducer submerged at 12 m when the survey vessel
approached and passed it at close range. In opposition to this, Ona
et al. (2007) [42] studied how the reaction of fish changes depend-
ing on the ’quiet class’ of the research vessel. It turned out that
silent research vessels using modern solutions to suppress noise pol-
lution generated a significant response in the school anyway. The
behaviour of herring was stimulated by two research vessels: de-
signed with and without reduced radiated noise standards. Both
ships generated a reaction pattern, but contrary to expectations,
the response initiated by the silent ship was not weaker, but some-
times even stronger and longer than that triggered by a conventional
noisy ship. A similar experiment was carried out by De Robertis &
Wilson (2010) [44]. Their results indicate that the reaction of the
fish to the noise-reduced vessel is weaker than the reaction to the
conventionally constructed vessel, but still clearly visible.

Fig. 6.2: Schematic echogram of the reaction of fish to a passing
vessel. The black line is the median depth distribution of the fish
school. One can distinguish three phases: undisturbed swimming
(A), avoidance reaction (B), recovery (C).

A schematic representation of the record of the herring’s reaction
to the incoming ship is shown in Fig. 6.2. The fish remain at their
natural habitat depth (A) until a stimulus from the approaching
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vessel reaches them (B). They then begin their escape until the ship
is exactly above them and passes them. After the vessel passed
by, the school returns to the setting of the original undisturbed
depth (C).
The extent of the vessel avoidance reaction was strongly depend-
ent on the depth at which the fish were staying. The biggest
change in the behaviour of fish was when they were close to the
surface [29, 39, 41]. When the herring were at the deeper depths
(>250 m) the reaction is not noticeable every time [43]. The ef-
fect also varied depending on the time of day and was much more
pronounced at night, which was most likely related to the depth of
the fish. Vabøet al. (2002) [39] stated that the effect of avoidance
reactions for herring faded out below 100 m, and was not observed
below 150 m at night. The absence of avoidance reaction during
the day could be explained by the fact that during the day the main
part of the biomass was distributed below 150 m.

6.6 Vessel avoidance – measurements of her-
ring orientation angles

6.6.1 Research methodologies

The vessel avoidance research requires the acoustic transducer to be
mounted outside the surveying vessel causing the studied response.
The experiments were conducted in various configurations:

• a submerged and stationary transducer the oncoming ship
passed exactly over it. During the passage of the vessel, the
change of echo from the fish under the transducer was ex-
amined [29],

• a smaller vessel equipped with an echosounder placed in the
path of the surveying vessel [39],

• a bottom-moored, upward-looking echosounder: the research
vessel passed over [42].

The transducer depths from the experiments described here ranged
from 10 to 137 m [43].



6.6. VESSEL AVOIDANCE 149

6.6.2 Measuring tilt angles – results

This section will discuss the orientation angles of fish received as
a result of observing fish vessel avoidance behaviour. Some of the
orientation parameters were are estimated because not all of the
described experiments focused on obtaining exact tilt angle values.
Tab. 6.2 presents a comparison of the parameters of orientation
distribution measured during vessel avoidance in various experi-
ments [29, 31, 43]. Similar to Tab. 6.1, γ̄ – mean value (third
column) and Sγ – standard deviation (forth column) of the meas-
ured orientation distribution assuming Gaussian distribution. The
second column contains references of the sources, and the last one
contains comments about the conditions of the experiment.

Tab. 6.2: Synthetic comparison of herring orientation angles meas-
ured in various vessel avoidance experiments.

Reference γ̄ [°] Sγ [°] Remarks

Olsen et al., 1983 [29] -27.5 5.0
for the herring individuals observed

at a depth of 40 - 50 m during their reaction
response to a passing vessel

Mitson et al., 2003 [31] -15 -

estimated value from Fig 6 [31] for
the herring individuals observed

at a depth of 60 - 75 m during their reaction
in response to a passing vessel

Hjellvik et al., 2008 [43] -20 -

estimated value from Fig 2 [43] for
the herring individuals observed

at a depth of 200 - 250 m during their reaction
in response to a passing vessel

Tilt angle measurements of herring individuals observed at a depth
of 40-50 m during their response to a passing vessel by Olsen et.
al (1983) [29] (first row in Tab. 6.2), resulted in a mean tilt angle
of 27.5° with a standard deviation of 5.0°. Most of the experiments
were not focused on tilt angle measurements. However, from the
echograms showing the reaction of the fish and knowing the swim-
ming speed of the fish, it was possible to estimate the angle at which
the fish fled down (the angle at which the center of gravity of the
school moved), as in the target tracking method. Thus, based on
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Fig. 6 of Mitson & Knudsen (2003) [31], which showed the change in
mean depth of the recorded echo energy due to the passage research
vessel, the average speed of the herring escape into the deep could be
estimated. The center of gravity of the school sank approximately
15 m per minute, which resulted in a vertical component of the ve-
locity vector approximately 0.25 m/s. Assuming that the maximum
speed of the herring was approximately 1 m/s [45], the calculated
minimum angle of escape of the herring into the depths was about
15° (second row in Tab. 6.2). The tilt angle could be greater if
the herring were escaping at a slower speed. Performing analogous
calculations based on Fig. 2 of Hjellvik et al. (2008) [43], which
showed example echograms from the echosounder when a vessel
passed by, the minimum value of the tilt angle was approximately
20° (third row in Tab. 6.2). It can be seen that the values given in
Tab. 6.2 are significantly larger than those shown in Tab. 6.1.

6.7 Discussion

Behaviour of fish is a very important factor that can affect the
accuracy of the TS measurements in various ways, where orient-
ation and depth of fish have significant impact on the TS. Target
Strangth is a conversion factor that converts a hydroacoustic quant-
ity to a biological quantity, i.e. number of fish. Therefore, the sens-
itivity of the TS to fish orientation can provide the knowledge of
fish orientation and is critical for a reliable fish abundance/biomass
estimation.

6.7.1 Comparison of various methodologies for meas-
uring fish orientation

The experiments described in this chapter dealt with different as-
pects of herring behaviour and fish orientation were performed un-
der different conditions. Some of the measurements on orientation
of individuals were carried out in net pens (ex situ measurements)
and in herrings’ natural environment (in situ research). Both meth-
ods have their own advantages and disadvantages.
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Ex situ measurements

Cage fish experiments are much easier to perform than fish ori-
entation measurements in natural marine conditions but lead to
uncertainty as to whether the behaviour of caged fish can ever be
the same as that of wild fish [10]. Even when there are more fish
in the cage, they have no room for their natural behaviour - exper-
iments with caged fish place a small population of fish in an alien
environment. They are forced to swim in a relatively small volume
of water at a certain depth. These conditions cannot be considered
natural, and whether fish will ever adopt truly natural patterns
of behaviour in a small experimental cage is debatable [10]. Such
measurements provide reliable results only for the physiognomy of
the bladder, buoyancy, and changes in target strength and allow us
to understand the swimming physics of herring, which is believed to
be the same regardless of the circumstances, but on their basis, it is
not possible to conclude about the behaviour of fish in their natural
environments, such as diurnal cycles and larger vertical migration
distance, etc.

In situ measurements

Only in situ research allows us to study the actual behaviour of
fish in their natural environments. Moreover such research enables
fish behaviour observations and fish orientation measurements to
be performed at depths spanning much larger depth range as com-
pared to those performed in net pens. On the other hand, these
measurements are very susceptible to disturbances in the form of
fish avoidance of vessels which should be taken into account when
designing the experiment. To avoid vessel avoidance reaction, meas-
urements should be carried out from the ship in a drift or through
a measuring buoy suspended in the water column.

Impact of vessel avoidance

One of the important questions regarding the fish orientation meas-
urements is: how accurately can the real herring tilt angles be meas-
ured experimentally?
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Fish have the largest tilt angles when they escape from a vessel
(up to 27.5°, recorded by Olsen, 1983 [29]). The estimated fish
orientations due to vessel avoidance are presented in Tab. 6.2 and
confirm this thesis. However, these are by no means the angles at
which the undisturbed herring would swim naturally. Something
similar to the uncertainty principle appears here, where the very
act of measuring disturbs the state of the system (at least for the
fish schools at shallow depths). Therefore, it is challenging to de-
velop a reliable method for measuring the spatial orientation of
a fish in its natural environment. The matter is even more complic-
ated by the fact that there is no understanding of the reasons for
vessel avoidance by fish. Mitson and Knudsen (2003) [31] argued
that it was was merely due to the vessel-induced noise and could
be effectively overcome by using a noise-reduced vessels. However,
experiments conducted by Ona (2007) et al. [42] and De Robertis
and Wilson (2010) [44] indicated that even ships meeting the mod-
ern noise standards could still induce unexpected fish responses, so
the use of such technologies could not completely solve the prob-
lem completely. As the vessel avoidance reaction only diminishes
at depths deeper than 100 meters [39], it should be regularly taken
into account while interpreting results from shallow waters (for ex-
ample in the Baltic Sea) where the depth does not often exceed 100
m. However, in hydroacoustic biomass estimation, general inform-
ation about the ”natural” angle distribution of herring may not be
necessary. Fish orientation distribution estimated directly at the
time of measurement should be sufficient even if it is contaminated
by the vessel avoidance. Information about the actual fish tilt angle
could be introduced for an appropriate correction to fish biomass
estimates.

6.7.2 Fish orientation and their behaviour – compar-
ison

In this subsection we would like to summarize the results of herring
orientation measurements on their natural behaviour, described
earlier in this chapter. The experiments complement each other
and result in a consistent picture.
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Ex situ experiments have shown the behaviour and the swimming
patterns of fish at shallow depths. It is the case where in situ meas-
urements would not be easily made due to vessel avoidance. In situ
measurements confirmed the diurnal changes in the behaviour. The
main conclusions is that fish behaviour and fish orientation angles
are dependent on lighting and buoyancy, including the followings:

• Herrings swim horizontally when their buoyancy is close to
neutral, in shallow depths (0 to at least 60 m) regardless of
time of the day (second and third rows in Tab. 6.1).

• At medium depths (around 100-200 m), where there seems to
be enough light in the middle of the day for schooling, herring
float horizontally during the period with sufficient lighting,
and at lower light levels (at night) they swim with an upward
tilt or alternating between swimming up and gliding down
(fourth row in Tab. 6.1).

• In deep waters (300-400 m), where even daytime lighting does
not seem to be sufficient for schooling, herring either swims
with positive tilt angles or alternately swim up and glide down
(fourth row in Tab. 6.1).

• At night, in loose herring aggregations different tilt angles
occur for maneuvering and maintaining appropriate depths.
It is expressed in a much larger standard deviation of the tilt
angle distribution than when fish are schooling (second row
in Tab. 6.1). The tilt angle distributions of fish in schools are
narrower than those obtained for loose aggregations.

• Herring do not have to change their angle of orientation to
descend deeper, it is enough for them to release air from the
bladder. This can be seen during the dawn migration. When
there is a need for a sudden change of depth (running away
from a predator or a source of noise), they change their swim-
ming angle by mowing quickly, and by releasing gas to provide
an additional acceleration for descending.

In summary, differences in buoyancy at different depths can affect
the width (standard deviation) of tilt angle distribution. When fish
are neutral buoyant they will all likely swim horizontally, but when
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they are negative buoyant there are several methods to compensate
for this and hence may react differently.
Two reported results (first and fourth rows in Tab. 6.1) have differ-
ent patterns than those summarized above: observations of Radakov
and Solovjev (1959) [35] and Huse (1996) [15]. Radakov and So-
lovjev (1959) demonstrated that herring at depth of 100 meters had
neutral buoyancy, which contradicted the later measurements. The
odd tilt angle of about -10 degrees for herring, was observed during
the day at a depth of 200 m by Huse (1996). This angle is unusual
for herring schools at such a depth. Other measurements demon-
strated positive orientation angles [15, 34]. A plausible explanation
of such observations could be that it was the school’s response to
a predator or other unidentified sources of disturbances.
As mentioned in this chapter, fish behaviour could have a dramatic
impact on acoustic abundance estimates. The target strength of
fish is strongly influenced by the orientation of the fish and their
behaviour. Currently, this variability has not been taken into ac-
count in conventional acoustic research and fish abundance/biomass
estimates.
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