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1. Introduction 

The extraction of hydrocarbons by well drilling is accompanied 

by tests of the physical properties of the reservoir fluid, which 

are performed both during the testing of a new well and during 

the field production phase. One of the important parameters de-

termined during well testing and productivity monitoring is the 

phase composition of the reservoir fluid. The phase composition 

significantly influences the technique that can be used for meas-

uring the fluid flow rate. In the oil (petroleum) and gas industry, 

processed reservoir fluids are mixtures that in addition to hydro-

carbons include water (frequently with dissolved salts) and non-

condensable gases (like hydrogen sulfide) [1]. The hydrocar-

bons form a mixture that may be a liquid, gas or two-phase me-

dium. Hydrocarbon liquid is typically crude oil, while dominat-

ing hydrocarbon gases are methane and butane (commonly 

known as natural gas). Natural gas can be dissolved (partially or 

completely) in the liquid phase and the amount of dissolved and 

free gases in the reservoir fluid strongly depends on the fluid 

pressure and temperature. Under certain thermodynamic condi-

tions, heavy hydrocarbons (paraffin) and asphalts present in the 

reservoir fluid may solidify. 

The traditional and most common method in oil and gas ex-

ploration for measuring the phase composition of the reservoir 

fluid involves the use of a separator enabling the measurement 

of each phase separately. This method is expensive and requires 

ongoing maintenance by qualified personnel. Due to the dimen-

sions of the separator, it also requires considerable space, which
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Nomenclature 

Greek symbols 

ɛr – relative permittivity 

 

Abbreviations and Acronyms 

ECT ‒ electrical capacitance tomography 

 

fF ‒ femtofarad (10-15 F) 

FPGA ‒ field-programmable gate array 

GVF ‒ gas volume fraction 

MFMS ‒ multiphase flow metering systems 

WLR ‒ water-in-liquid ratio 

may be a problem on offshore drilling platforms. Measurements 

acquired with this method have low time resolution due to the 

high inertia of the separator operation but they offer high meas-

urement accuracy for quasi-steady flows. This is because only 

single-phase flows are measured, for which high accuracy com-

mercial flowmeters are readily available. 

The development of electronics and computers in the 1980s 

resulted in intensified research on the direct measurement of 

multiphase flow rate, without prior phase separation. In the 

1990s, the first multiphase flow metering systems (MFMS) ap-

peared commercially that attracted the interest of the oil & gas 

industry [2, 3]. The usefulness of such systems has been appre-

ciated in the event of depletion of rich fields and the need to 

exploit less efficient and less accessible fields that were previ-

ously considered unprofitable. The use of MFMS instead of an 

expensive measurement separator offers a reduction in produc-

tion costs on such marginal fields. MFMS also enable monitor-

ing of a well production continuously and in real time. 

Measuring the volumetric flow rate of a multiphase medium 

requires determining the volumetric (void) fraction and velocity 

for each phase. These local quantities determine the flow pattern 

(structure) in the test cross-section or volume of the flow chan-

nel for the pressure and temperature conditions prevailing there. 

The flow velocities of individual phases may be the same but 

they are often different (so-called slip). Therefore, a volumetric 

MFMS most often consists of a sensor measuring the void frac-

tion and a module measuring velocity. To determine the mass 

flow rate, it is also necessary to measure or evaluate the density 

of each phase [4, 5]. 

Available information shows that MFMS are or were offered 

for the oil & gas industry by several companies. Their design 

details are often protected by the manufacturers and sometimes 

even their basic principles of operation are concealed [6]. One 

of the commercially popular and elaborated multiphase flow 

meters is marketed under the trademark Roxar 2600 [7]. The 

basic Roxar model uses impedance measurement to determine 

phase content and velocity. The velocity is determined based on 

the cross-correlation of measurements in two planes (flow cross-

sections). In the more advanced models, a Venturi tube is added 

to measure differential pressure and a gamma radiation source 

(Cesium 137) to measure density. As additional modules, a sa-

linity sensor (for water-dominated flows) and an acoustic sensor 

for sand monitoring are also available. Roxar 2600 MPFM can 

be used in three-phase oil, water and gas flows, in the full range 

of values (from 0% to 100%) of water-in-liquid ratio (WLR) and 

gas volume fraction (GVF). Under certain conditions, the lowest 

flowrate measurement uncertainty is 5% for gas, 3% for liquid 

phase and 2% for WLR [7].  

The multiphase flow sensor of the Roxar meter consists of 

two sets of plate electrodes flush-mounted on the inner wall of 

the vertical test section. The lower (downstream) set contains six 

electrodes with a height comparable to the diameter of the test 

section. Their width is similar to the spaces between them. The 

upper set consists of two electrodes placed opposite to each 

other, with the same height as in the lower set and a width cov-

ering a segment of a circle (approx. 70–90°). Depending on the 

electrical properties of the fluid, the same electrodes are used to 

measure capacitance (when the fluid is dielectric) or conductiv-

ity [6]. The measurement in the lower set is rotational and at  

a time only one electrode is active and the other five are passive. 

The rotation in the measurement means that the source voltage 

is switched at equal time intervals from the active electrode to 

the next (neighbouring) one. According to the manufacturer, 

processing of the sensor signals allows the determination of the 

volume occupied by large gas bubbles or slugs and the volume 

of the dispersed phase in a homogeneous liquid-gas mixture 

with small bubbles. For large bubbles/slugs, their deviation from 

the central flow axis is detected. The measurements are also sen-

sitive to the near-wall flow composition. The time of a single 

measurement is short enough to determine the velocity of large 

bubbles and the dispersed phase separately. The continuous 

phase can be either oil or water, and the instrument automati-

cally detects which liquid is present at a given moment.  

Non-invasive, fast-response and continuous methods for 

measuring phase content continuously and in real time remain 

a current research topic. Particular attention is paid to improving 

measurement accuracy, extending the measurement range and 

reliably recognizing multiphase flow structures. This work fo-

cuses on the tomographic method using measurements of the 

electrical capacitance of a multiphase medium. Basic infor-

mation on multi-electrode capacitive phase content meters can 

be found, for example, in [8, 9]. 

Capacitance measurements acquired by tomographic meters 

can be used to reconstruct the multiphase flow patterns from per-

mittivity distribution, which is equivalent to the spatial distribu-

tion of phases in the tested flow domain. An algorithm suitable 

for this task can be derived considering a set of equations de-

scribing the relation between the capacitance (c) and the permit-

tivity (. Assuming linear approximation, the change in capac-

itance (c) vector can be related to the changes of permittivity 

() according to the equation c = S, where S is the sensitiv-

ity matrix of the transducer [10]. Determining the permittivity 

from capacitance measurements, known as an inverse problem, 

can be formally treated as calculating the inverse of the sensitiv-

ity matrix (S). However, the problem is ill-posed and ill-condi-

tioned, that is there is no unique solution of the equation  
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c = S, and small changes in c (e.g. due to measurement 

noise) can result in great discrepancies in  [11]. Therefore, 

computing the inverse S is a challenging task for which many 

solution methods have been proposed, among which two classes 

can be distinguished: direct and iterative. Direct methods in-

clude for example linear back-projection, singular value decom-

position, and Tikhonov regularization. Examples of the iterative 

algorithms are Newton–Raphson and iterative Tikhonov meth-

ods, Landweber iteration or other steepest descent methods [10]. 

Apart from the above direct and iterative algorithms, uncon-

ventional reconstruction methods based on machine learning 

have been developed. Nooralahiyan et al. [12] were among the 

pioneers of using an artificial neural network for solving the in-

verse image reconstruction problem. Their paper describes the 

basic principles of an artificial neuron, the multilayer perceptron 

network and the back-propagation training algorithm, applied in 

real-time to electrical capacitance tomography (ECT) measure-

ment of multicomponent flows with small (gas/oil) and large 

(water/oil) difference in permittivity. Later, Marashdeh  

et al. [13], used a multilayer feed-forward neural network com-

bined with an analog Hopfield field network for solving the non-

liner inverse problem. At the same time, Flores et al. [14] inves-

tigated the application of neural networks in ECT used in the oil 

industry. Imaging using the least squares support vector ma-

chine (LSSVM) with a self-adaptive particle swarm optimiza-

tion algorithm was proposed by Chen et al. [15]. On the other 

hand, Wang et al. [16] studied multiphase flow monitoring by 

combining the LSSVM with a bacterial colony chemotaxis al-

gorithm. A three-layer feed-forward neural network with radial 

basis function activation was used by Chen et al. [17] to recon-

struct the permittivity distribution from the measured capaci-

tance. Xu et al. [18] proposed a convolutional neural network to 

predict the oil flow rate, gas flow rate and gas void fraction from 

measurements with dual ECT sensors and a Venturi tube. A brief 

overview of other machine learning-based methods can be found 

in [11]. 

Based on an own-design unique multi-electrode capacitance 

meter and machine learning, this article describes the applica-

tion of tomographic image reconstruction of a low-permittivity 

material. Reservoir fluid was used as an example of such mate-

rial. The capacitance sensor is a novel construction built with 

eight  charge modulators capacitance-to-digital converters 

(CDC). 

2. Multi-electrode capacitance sensor 

Electrical capacitance tomography is based on measurements of 

electrical capacitance between electrodes placed around the 

measured object. In the case of measurements on pipes [9], a set 

of electrodes is most often used in the form of identical thin 

plates, distributed evenly around the outer circumference of 

a non-conductive pipe. Mutual capacitances between individual 

electrodes are measured, so a single measurement result is 

a square data matrix of dimension n  n, where n is the number 

of electrodes. However, the diagonal of the matrix is not taken 

into account because it represents measurements with one elec-

trode, which have no physical meaning. Therefore, a single 

measurement produces N  =  n2  –  n values of electrical capac-

itance. An exemplary electrical capacitance tomography system 

is shown in Fig. 1. In this example, the excitation signal from 

module (3) is sent via the switches (2) to one of the electrodes 

mounted on the outer wall of pipe (1). This produces a signal 

proportional to the mutual capacitances on the other electrodes. 

These signals are amplified (4) and converted to digital (5). The 

switches (2) then reconnect the excitation (3) and amplifiers (4) 

to the next electrodes, one by one. Reconnections and measure-

ments are repeated by signal control and measuring system (6) 

until the capacitance matrix is completed. 

The own-designed and built capacitance measurement sys-

tem is based on the NEXYS-A7 digital circuit development plat-

form, the main component of which is the XC7A100T-

1CSG324C field-programmable gate array (FPGA) manufac-

tured by Xilinx [19]. The block diagram of the capacitance sen-

sor is shown in Fig. 2.  

The NEXYS-A7 board (4 in Fig. 2) has a number of addi-

tional circuits that allow it to be used directly in a wide range of 

applications. For the multi-electrode capacitance sensor, two 

eight-bit input-output ports, a USB interface and a numeric dis-

play were used together with the graphic Pmod MTDS (Multi-

Touch Display System) [20] add-on board (5). Moreover, the 

sensor set is supplemented with an original interface system of 

own design that is connected to two input-output ports and al-

lows the connection of up to 16 measurement modules via 

LVDS (low-voltage differential signalling) interfaces (3). Eight 

identical measurement modules (2) were built as  charge 

modulators capacitance-to-digital converters (CDC) and used in 

the research. The modulators were connected to eight electrodes 

mounted evenly around measuring pipe segment (1). Local dis-

play (5) can show current information, e.g. on actual capaci-

tance values. The measured capacitance values are transmitted 

in real time to the computer (6) where they are stored and pro-

cessed. Details of the used electronic components are summa-

 

Fig. 1. Electrical capacitance tomograph: 1 – pipe with electrodes,  

2 – switches, 3 – excitation, 4 – amplifiers, 5 – analog-to-digital  

converters, 6 – signal control and processing system. 

 

Fig. 2. Block diagram of the multi-electrode capacitance sensor:  

1 – pipe with electrodes, 2 – ΔΣ modulators with excitation,  

3 – LVDS interface, 4 – NEXYS-A7, 5 – local display, 6 – computer. 



Ornowski R., Lackowski M., Kwidzinski R. 
 

8 
 

rized in Table 1. The arrangement of the measuring electrodes 

on the pipe wall in the test section is shown in Fig. 3 together 

with an XY coordinate system used in the subsequent discussion 

of tomograms. 

A single measurement in the proposed device involves gen-

erating an excitation signal on one of the electrodes and simul-

taneously collecting responses on the remaining seven elec-

trodes. This is followed by a program-controlled change of the 

excitation electrode. The complete measurement cycle requires 

eight partial measurements and returns 56 individual results for 

inter-electrode capacitances. The capacitance sampling fre-

quency is 8  kHz, therefore a single measurement is done in  

1 ms. At present, not all measurements are processed further and 

single measurements are transmitted once per second to the 

computer where they are written to a file. This is sufficient to 

analyze the stationary capacitance field in the test section. 

A complete measuring system is shown in Fig. 4. Operation 

of the sensor set (No. 1 in Fig. 4) requires proper programming 

of the FPGA circuit (4). This includes the generation of signals 

necessary for the proper operation of  modulators with exci-

tation (2), i.e. reference clock signals with a frequency of 

1.024  MHz, signals switching the modulator systems between 

the generation of the excitation signal and the capacitance meas-

urement, and the collection and processing of digital outputs 

from the modulators. These signals are connected to  modu-

lators through an LVDS interface (3). Local display (5) is used 

for a  quick overview of the sensor condition, e.g. actual capac-

itance values. For correct operation, the measuring system re-

quires three supply voltages, which are provided by power sup-

plies (6) and (7). The numbers 1 to 5 in Fig. 4 and in Fig. 2 

showing the block diagram correspond to each other. In addi-

tion, the MicroBlaze soft-core microprocessor was programmed 

in the FPGA (4). The microprocessor is responsible for collect-

ing the measurements and sending them to the cooperating com-

puter. The FPGA software was created using the VIVADO De-

sign Suite, while the program for the Microblaze microprocessor 

was written in the Xilinx Software Development Kit (SDK) en-

vironment. 

3. Measurements 

The constructed measuring system was installed on the wall of 

a polycarbonate pipe segment with an internal diameter of 

60  mm and a wall thickness of 5 mm, Figs. 3 and 4. The pipe 

dimensions were selected to withstand the target operating con-

ditions, i.e. temperature up to 70°C and pressure up to 4 bar. 

Eight electrodes mounted around the outer wall of the pipe were 

made of thin copper sheets measuring 20 mm  25 mm. Two 

series of measurements were carried out. The first series was in-

tended to generate reference data for reconstruction of the ca-

 

Fig. 3. Arrangement of electrodes in the test section:  

1 to 8 – electrodes, XY – coordinate system. Red dots indicate  

61 positions of the rod during reference measurements. 

 

Fig. 4. Photograph setup: 1 – pipe with electrodes, 2 – ΔΣ modulators 

with excitation, 3 – LVDS interface, 4 – NEXYS-A7 FPGA, 5 – local 

display, 6 – 5 V power supply, 7 – +15 V and −15 V power supply of 

the capacitance sensor. 

Table 1. Electronic modules used to build the multi-electrode capacitance sensor.  

No. in Figs. 2 & 4 Name Manufacturer Type Specification 

2 
 charge modulator 
capacitance to digital 

converter 

own design and 
construction 

– 
sampling frequency 100–1200 kHz,  

output resolution 1bit,  

second order  modulator 

3 
low-voltage differential 

signalling interface 
own design and 

construction 
– 

16 channels, two transmission lines  
and one receiving line in each channel,  

maximum transmission frequency 400 MHz 

4 
digital circuit develop-

ment platform 
Digilent NEXYS-A7 

Artux-7 FPGA (clock >450 MHz), 129 MB DDR2 
memory, USB, Ethernet, temperature sensor [19] 

5 local display Digilent Pmod MTDS 
2.8“ touchscreen display with QVGA resolution 

(320×240), PIC32MZ Microcontroller [20] 
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pacitance field, while the second one was intended to generate 

control data. 

The reference data included 62 measurements of electrical 

capacity in the inter-electrode space: one measurement for an 

empty pipe and 61 measurements with a polyamide rod placed 

vertically in various locations relative to the longitudinal axis of 

the pipe, see Fig. 3. To define the position of the rod in the pipe 

cross-section, a rectangular grid was used with the origin in the 

pipe axis, grid size of 5 mm5 mm and a range from −20 mm 

to 20  mm. Some of the rod positions at the grid nodes were 

omitted because they were outside the pipe. The diameter of the 

rod was 12 mm and its relative permittivity was ɛr = 3.6. 

The control data included a certain number of measurements, 

one for an empty pipe and the rest with a glass test tube filled 

with reservoir fluid and placed in different positions inside the 

pipe. The outer and inner diameter of the test tube was 15.5 mm 

and 13.3 mm, respectively. The relative permittivity of glass is 

ɛr = 5.2, while the relative permittivity of the reservoir fluid de-

termined from the measurement of the change in the capacity of 

the air capacitor is ɛr = 4.3. Table 2 shows capacitances meas-

ured with the empty pipe. As expected, measured values are in 

the range from a tenth femtofarad to sub-picofarad. 

4. Flow pattern reconstruction by artificial neural 

network 

A neural network was used to analyze the collected data and 

generate tomographic images. A neural network consists of in-

terconnected neurons, which are functions, most often non-lin-

ear, that convert the input signal. In the most commonly used 

networks, a neuron has n inputs and one output. Then, the 

weighted sum of n inputs is fed to the input of the function, and 

the output of the neuron is the result of the function. Neurons are 

stacked into layers, and the processed signals pass through sub-

sequent layers of the neural network. The connections between 

the outputs and inputs of neurons, along with the weights as-

signed to them, are called synapses. Synapses also connect the 

outputs of the previous layer with the inputs of the next layer, 

with the first layer, the input layer, receiving the external input 

signals, and the last one, the output layer, generating the final 

result of the example neural network, Fig. 5. 

The most important operation when creating a neural net-

work is its training or learning procedure. To put it simply, it 

involves feeding a known signal to the input of a neural network 

and comparing the result of the network's operation with the ex-

pected one. Then, the synapse weights and sometimes the pa-

rameters of neuron functions are changed so that the result ob-

tained is as close to the expected result as possible. This proce-

dure is repeated many times for different sets of input and ex-

pected signals. A properly trained neural network produces cor-

rect results for all, or at least the vast majority, of the data sets 

used for training and, more importantly, can correctly process 

other similar input data. 

The collected measurement data was processed using librar-

ies written in Python. The sequential model in TensorFlow li-

brary with the Keras interface was used to generate and train the 

neural network [21]. The input data is a square matrix of dimen-

sion 8 with a zeroed diagonal, representing the measured capac-

itances between the sensor electrodes. The output is the coordi-

nates of the polyamide test rod position. In order to simplify the 

neural network, the output data was written as a vector whose 

elements corresponded to specific positions of the rod, and de-

tection of one specific position of the rod was assumed. The fi-

nally applied single neural network has the following structure: 

 input layer of 64 neurons, 

 hidden (internal) layer of 256 neurons, 

 output layer of 2 neurons. 

The designed neural network was subjected to a training pro-

cess using model data normalized to the range from 0 to 1, after 

which it generated the correct result. The created single neural 

network was multiplied to detect all 61 standard positions of the 

rod, then all 62 partial neural networks were sequentially sub-

jected to the training process and combined into one network 

 

Fig. 5. Example neural network: A – input layer,  

B – hidden (internal) layer, C – output layer. 

Table 2. Sample matrix of measured capacitances in pF.  

  Measuring electrode 

1 2 3 4 5 6 7 8 

Ex
ci

ta
ti

o
n

 e
le

ct
ro

d
e 

1  0.7428 0.0515 0.0736 0.1211 0.0750 0.1078 0.7246 

2 0.7260  0.6860 0.0305 0.1061 0.0781 0.1409 0.0461 

3 0.0408 0.6536  0.7132 0.0592 0.0718 0.1522 0.0936 

4 0.0774 0.0418 0.7009  0.6967 0.0278 0.1443 0.1007 

5 0.0869 0.0775 0.0481 0.8124  0.7047 0.0982 0.0925 

6 0.0781 0.0831 0.0829 0.0327 0.6167  0.6889 0.0440 

7 0.0338 0.0762 0.0883 0.0727 0.0509 0.6616  0.5091 

8 0.6815 0.0316 0.0796 0.0803 0.0920 0.0277 0.5540  
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with the 8  8 input matrix and the output vector of 62 elements. 

An untypical structure of the neural network was forced by the 

low quantity of reference data, which caused problems with cor-

rect training of a single neural network. 

The output of the neural network was used to generate 

a  tomographic image of the flow patterns. For this purpose, pat-

tern images corresponding to the pattern sensor outputs were 

prepared. Sample patterns assigned to position Y = −10 mm and 

X = −10 mm, −5 mm or 0 mm are shown, respectively, as A, B, 

C images in Fig. 6.  

The output of the network was a tomographic image, which 

was a weighted composite of the pattern images. In the first 

stage of checking the operation of the trained network, the pat-

tern input data were reused and a practically accurate reproduc-

tion of the training data was received at the output, see Fig. 7, in 

which the rod positions correspond well with those in Fig. 6.

5. Results 

Measured data were statistically interpreted. Tables 3 and 4 

show, respectively, the standard deviation and mean square de-

viation averaged from all measuring series for the full measuring 

matrix. It can be seen in Table 3 that the maximum value of the 

standard deviation equals 2.40 fF, the minimum value is 0.12 fF, 

and the average is 0.73 fF. Corresponding values for the mean 

square deviation in Table 4 are 2.18 fF, 0.10 fF and 0.75 fF. Ta-

ble 5 shows absolute values of differences between capacitances 

measured with an empty pipe and one (typical) of the control 

measurements. For other control measurements, these values 

are similar. For the capacitance differences in Table 5, the cor-

responding maximum, minimum and average values are  

22.82 fF, 0.68 fF and 8.48 fF. 

More detailed analysis of the data presented in the tables 

leads to the conclusion that the average measured signal from 

   
A B C 

Fig. 6. Pattern tomographic images for three rod positions: 

A) X = −10 mm, Y = −10 mm; B) X = −5 mm, Y = −10 mm; 

C) X = 0 mm, Y = −10 mm. 

   
A B C 

Fig. 7. Output tomographic images for three rod positions  

(shown in Fig. 6): A) X = −10 mm, Y = −10 mm; B)  X = −5 mm, 

Y =−10 mm; C) X = 0 mm, Y = −10 mm. 

Table 3. Standard deviation of capacitance measurements in fF.  

 Measuring electrode 

1 2 3 4 5 6 7 8 

Ex
ci

ta
ti

o
n

 e
le

ct
ro

d
e 

1  0.9465 0.6765 0.1540 0.8125 1.1692 1.3954 0.8430 

2 1.2858  0.2860 0.2849 1.8582 0.2939 0.5941 1.3948 

3 1.0592 0.6496  0.2422 2.3983 0.2765 0.7954 0.5175 

4 1.1722 0.6917 0.8948  0.5086 0.3282 0.9162 0.4026 

5 0.7041 0.3241 0.3874 0.3495  0.3030 0.4687 0.7894 

6 0.6404 0.5667 0.8571 0.1727 0.9604  0.3967 0.6847 

7 2.0634 1.0953 0.1753 0.1232 0.4049 0.2758  0.3988 

8 1.0237 1.3063 0.8782 0.2486 0.4358 0.5352 1.2783  

 

Table 4. Mean square deviation of capacitance measures in fF. 

  Measuring electrode 

1 2 3 4 5 6 7 8 

Ex
ci

ta
ti

o
n

 e
le

ct
ro

d
e 

1  1.2879 0.5747 0.1293 0.6867 1.0652 1.2212 1.3083 

2 1.2172  0.3106 0.2402 1.8729 0.2571 0.5805 1.3344 

3 0.9432 1.0397  0.2072 2.1757 0.2502 0.8396 0.5796 

4 1.0591 0.9880 1.5000  0.5102 0.2795 0.8297 0.3988 

5 0.7558 0.3809 0.3352 0.6598  0.2650 0.4137 0.7610 

6 0.7116 0.5934 0.7754 0.1466 1.5413  0.3963 0.5763 

7 1.7749 0.9771 0.1639 0.1040 0.3774 0.2766  0.3470 

8 0.8583 1.2919 0.7816 0.2335 0.5941 0.4506 1.7812  
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those presented in Table 5 is about 11 times greater than the 

noise represented in Tables 3 and 5, and varies from about 0.65 

to 65. It might seem that these values are not very good but it 

should be noted that the average ɛr changes only by 25% when 

the filled glass test tube is inserted into the empty pipe. Moreo-

ver, the thickness of the pipe wall additionally decreases the sys-

tem sensitivity to changes inside the pipe. The comparison of 

standard deviation or mean square deviation and the measure-

ment range of 1 pF gives the average noise level at −63dB.  
The prepared neural network was used for processing of con-

trol measurements. In this case, the test filled with reservoir fluid 

was used. Photographs in Fig. 8 show a few pipe and test tube 

configurations used to create control data for the reconstruction 

software. The images are aligned with the XY coordinate direc-

tions shown in Fig. 3. Figure 9 shows corresponding tomogra-

phic reconstructions. It can be seen in the tomographic images 

that the system reproduces correctly the real test tube location in 

the pipe cross-section. 

6. Conclusions 

The paper presents a novel eight-electrode capacitance meter de-

signed to detect multiphase flow patterns in a medium with low 

permittivity, such as the reservoir fluid. Its operation was tested 

in laboratory conditions for static capacitance fields generated 

by introducing a polyamide rod or a glass test tube filled with 

reservoir fluid sample into the inter-electrode space. 

The measurement system performed very well. The results 

were repeatable and had a good signal-to-noise ratio. The recon-

struction of tomographic images in the case of data used to train 

the neural network was error-free, which confirms the selection 

of the appropriate structure of the neural network and the cor-

rectness of the training procedure. Reconstruction of target im-

ages with reservoir fluid also worked well. The position of the 

test tube was properly detected and the electrical permittivity 

was read at a noticeably higher level than in the case of data 

training the neural network. Both of these observations corre-

spond to the actual measurement arrangement. 

Table 5. Absolute value of differences between capacitance measures in fF.  

 Measuring electrode 

1 2 3 4 5 6 7 8 

Ex
ci

ta
ti

o
n

 e
le

ct
ro

d
e 

1  11.8022 0.6839 7.2696 21.7938 9.6818 4.6344 4.6308 

2 9.3650  1.4642 9.9730 20.4479 10.3518 8.5031 0.9020 

3 8.1539 10.8116  10.1570 22.5006 10.2041 8.4872 2.9265 

4 10.7341 9.6308 5.3480  2.1794 6.1330 9.7855 5.4407 

5 5.8758 6.1259 5.2418 14.4025  13.7443 9.9298 9.1028 

6 4.5810 2.9266 3.5715 4.2926 4.2589  10.2454 8.3952 

7 6.6521 4.9662 5.8284 1.6801 22.7186 17.8655  7.2578 

8 9.4027 9.2358 2.1333 3.0383 22.8179 7.7296 6.6307  

 

 
A 

 
B 

 
C 

 
D 

Fig. 8. Pictures of control pipe configurations with the test tube:  

A) close to electrode no. 2, B) close to electrode no. 6,  

C) close to the pipe centre, D) close to electrodes no. 5 and 6. 

 
A 

 
B 

 
C 

 
D 

Fig.9. Output tomographic images of control pipe configurations 
shown in Fig. 8 with the test tube: A) close to electrode no. 2,  

B) close to electrode no. 6, C) close to the pipe centre,  

D) close to data electrodes no. 5 and 6.  
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However, attention should be paid to the limitations of the 

proposed measurement system and the tomographic image re-

construction method. The use of only eight electrodes to meas-

ure capacitance significantly limits the accuracy and resolution 

of the reconstructed flow image. Moreover, the applied tomo-

graphic image reconstruction algorithm forces the detection of 

phase structures with a circular cross-section. For disturbances 

with a different shape, an approximation using a circle will be 

done. However, it should be expected that increasing the number 

of electrodes combined with more extensive training of the neu-

ral network should lead to better results. 

Nevertheless, the designed capacitance meter has several 

significant advantages. The most important of them are a good 

signal-to-noise ratio and high sampling rate. The presented sys-

tem can achieve signal-to-noise ratio of 63 dB at a sampling fre-

quency of 1 kHz. For comparison, according to previous works, 

a generator-based two-electrode capacitance meters give signal-

to-noise ratio of about 30 dB at a sampling frequency about  

10 Hz. It should be noted that the capacitances measured here 

are very small, in the femtofarad range, which is difficult to 

measure accurately. Considering the above mentioned ad-

vantages, it should also be mentioned that the designed multi-

channel capacitance meter requires a specialized measuring sys-

tem based on an expensive field-programmable gate array plat-

form. The other meters can usually use commercially available 

integrated measurement circuits. 
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1. Introduction 

Municipal solid waste (MSW) is recognised as an inevitable re-

sult of human activity, rapid urbanisation, and economic growth. 

By 2050, global waste production is expected to increase from 

2.01 billion tonnes in 2016 to 3.40 billion tonnes [1]. The waste-

to-energy (WtE) industry is of unquestionable significance for 

non-recyclable waste disposal and plays a key role in the waste 

management hierarchy established in the European Union (EU) 

Waste Framework Directive [2].  

A grate  furnace is a mature and reliable technique for waste  
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Abstract 

Bioenergy carbon capture technology (BioCCS or BECCS) plays a key role in the European Green Deal, which aims to 
decarbonize industry and energy sectors, resulting in the production of energy with negative CO2 emissions. Due to the 
biogenic origin of carbon contained in municipal solid waste (MSW), the application of carbon capture in waste incinera-
tion plants can be classified as BioCCS. Thus, this technology has attracted scientists' attention recently since it reduces 
excessive waste and emissions of carbon dioxide. Currently, there are four incineration plants in the Netherlands, Norway 
and Japan, in which CO2 capture is implemented; however, they are based on the post-combustion technique since it is the 
most mature method and not requires many changes in the system. Nevertheless, the separation of CO2 from the flue gas 
flow, which contains mostly nitrogen, is complex and causes a large drop in the total performance of the system. Oxy-fuel 
combustion technology involves the replacement of air as an oxidizer into high purity oxygen and recirculated exhaust gas. 
As a result, CO2-rich gas is produced that is practically ready for capture. The main goal of the study is to develop a  math-
ematical model of oxy-waste combustion to answer the research questions, such as how the composition of oxidant that is 
supplied to the process affects the combustion performance. The model includes all important processes taking place within 
the chamber, such as pyrolysis, char burnout and gas combustion over the grate. The results of the work will contribute to 
the development of oxy-waste incineration plants and will be useful for design purposes. 

Keywords: Oxy-fuel combustion; Mathematical modelling; Municipal solid waste; Carbon capture 
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Nomenclature 

�̅� ‒ Planck-mean absorption coefficient 

𝐴𝑖 ‒ pre-exponential factor or frequency factor, 1/s 

c ‒ specific heat capacity, J/(kg K) 

𝐸𝑖 ‒ energy activation, kJ/mol 

𝐻  ‒ enthalpy, kJ/kg 

𝑘 ‒ kinetic rate constant, 1/s 

𝑘𝑑𝑖𝑓𝑓  ‒ coefficient of mass transfer 

�̇� ‒ mass flow, kg/s  

�̇�𝑟𝑎𝑑 ‒ heat of radiation, kW  

�̇�𝑟𝑒𝑎𝑐 ‒ heat of reaction, kW  

�̇�𝑐𝑜𝑚𝑏‒ heat of combustion, kW 

r ‒ rate of reaction, kg/s 

𝑟𝑐 ‒ ratio of CO/CO2 formation rate 

𝑅 ‒ universal gas constant, J/(mol K)  

t ‒ time, s 

T ‒ temperature, K 

x ‒ coordinate 

 

 

Subscripts and Superscripts 

bed ‒ bed 

dev ‒ devolatilization 

evp ‒ evaporation 

gas ‒ surrounding gases 

ox ‒ oxidiser 

 

Abbreviations and Acronyms 

ASU ‒ air separation unit 

BECCS‒ bioenergy carbon capture and storage 

CCS ‒ carbon capture and storage 

CHP ‒ combined heat and power 

GDP ‒ gross domestic product 

LCA ‒ life cycle assessment 

LHV ‒ lower heating value 

MEA ‒ monoethanolamine 

MSW ‒ municipal solid waste 

OFC ‒ oxy-fuel combustion 

TGA ‒ thermogravimetric analysis 

WtE ‒ waste-to-energy 

incineration that is also able to destroy and remove toxic organic 

substances [3]. As stated in [4], in the EU, the proportion of 

MSW incineration plants making use of moving grate technol-

ogy is 88%. 

A step forward in the development of WtE plants is the in-

tegration of incinerators with carbon capture and storage (CCS) 

technology to become carbon dioxide (CO2) negative [5]. The 

described system is called bio-energy carbon capture technology 

(BioCCS or BECCS) and consists of CO2 removal from the at-

mosphere through feedstock with biological origin, which is 

then thermally converted to obtain energy. The resulting bio-

genic carbon dioxide is captured and permanently stored, for in-

stance, in a geologic formation, and the biomass is regrown [6].  

The opportunities and challenges that need to be addressed 

to fully exploit the great potential of BECCS technologies based 

on MSW are summarised in our previous work [7], in which we 

concluded that among all CCS techniques, oxy-fuel combustion 

(OFC) is a promising technology in terms of energy efficiency 

and environmental impact. OFC involves increasing the partial 

pressure of carbon dioxide in the exhaust gases in order to facil-

itate and reduce the costs of its sequestration [8]. The schematic 

diagram of the oxy-MSW incineration plant is presented in 

Fig. 1. The process involves the employment of oxygen (O2) in-

stead of air as an oxidizer, resulting in a temperature increase. 

In the case of waste usually having a moderated or low calorific 

value, oxy-incineration is favourable since it reduces the con-

sumption of auxiliary fossil fuels (it is often used to keep the 

required temperature in the MSW combustor, causing inevitable 

CO2 emissions). Moreover, due to the absence of nitrogen (N2), 

the volume of the flue gas stream is about 5 times lower, which 

facilitates the cleaning of flue gas and allows for reducing the 

size of equipment [9]. It can also be foreseen that an increase in 

the partial pressure of oxygen will intensify the oxidation of 

complex hydrocarbons. However, the issue with ash melting 

may occur due to the elevated temperature of the process. To 

control the temperature in the furnace, oxygen can be diluted 

with flue gas, which mainly consists of carbon dioxide and water 

vapour.  

 

Fig. 1. Schematic diagram of the oxy-fuel incineration plant. 
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Till now, studies on oxy-waste combustion were focused on 

the assessment of the operation of the entire system, e.g. authors 

in [10–12] simulated the MSW incineration plant working under 

oxy-fuel combustion conditions and using exergy and life cycle 

assessment (LCA) analyses evaluated its exergy and energy ef-

ficiency as well as its effect on the environment. Results indi-

cated that the total weighted resource consumption and total 

weighted environment potential of MSW oxy-fuel incineration 

were lower than MSW incineration with CO2 capture via mo-

noethanolamine (MEA) absorption. The authors also empha-

sized that the electric power consumption of the air separation 

unit (ASU) was the major influencing parameter, followed by 

the electric power consumption of the CO2 compressor, while 

transport distance had a small influence on the results.  

Experience from previous research on the oxy-combustion 

of fossil fuels, like coal, has shown that combustion chemistry 

and radiative heat transfer are altered due to the significantly 

higher partial pressures of carbon dioxide and water vapour in 

the flue gas [9,13–15]. Therefore, in the studies on oxy-waste 

combustion, the thermogravimetric technique was widely em-

ployed by many researchers to assess the thermal behaviour of 

waste, determine chemical kinetics and study gaseous emission 

in O2/N2 and O2/CO2 atmospheres [16–20]. Authors indicated 

that at the same oxygen concentration, the DTG (differential 

thermogravimetry) peak values in the oxy-fuel atmosphere were 

lower than those in the air atmosphere indicating that CO2 has 

a higher inhibitory effect, as well as NOx and SO2 emissions 

were reduced at some temperatures under the O2/CO2 atmos-

phere. Thermogravimetric analysis (TGA) plays a vital role in 

research on the oxy-waste combustion process since it allows for 

relatively cost-effective and straightforward experimental data 

collection compared to tests using full-scale furnaces. As stated 

in [7], kinetic data obtained from TGA can be further used in 

mathematical and numerical modelling of the oxy-MSW com-

bustion process.  

In the literature, few works on the experimental investiga-

tion of oxy-waste combustion using lab-scale reactors can be 

also found, for example in [21,22]. Based on the results, authors 

concluded that such challenges as combustion chamber design, 

local O2 concentrations, flue gas recirculation strategy as well as 

primary and secondary measures for NOx should be further in-

vestigated. By now, only one study concerns an experimental 

campaign on OFC of wood chips using a pilot-scale facility [23]. 

The results of the tests indicated that the OFC of the biomass 

fuel is feasible but differs significantly from that of air combus-

tion. The CO2 concentration in the dry flue gas could be in-

creased to around 73% with 5.7% excess O2. Compared to air 

combustion, the emission of CO was higher during oxy-fired 

conditions, and the maximum temperature along the combustion 

chamber was lower. 

Mathematical modelling is a powerful tool for furnace de-

sign and performance optimisation for various combustion sys-

tems without having to resort to scaling up results from lab-scale 

experiments, which is generally complicated by the strong inter-

action between turbulence, reaction kinetics, heat release and ra-

diation. Research focused on the mathematical modelling of 

waste and biomass combustion on the grate furnace (Fig. 2) can 

be found in several papers, for example in [24–29]. Authors de-

veloped models of non-fossil solid fuel combustion with various 

levels of complexity that can be used for different purposes. All 

established models include processes such as drying, devolati-

lization, and gas and char oxidation, based on chemical kinetic 

to study different combustion indicators, e.g. temperature pro-

files, ignition and emission of pollutants. Since biomass and mu-

nicipal solid waste contain high proportions of volatile matter, 

Yang et al. [30] built a one-dimensional model of solid fuel bed 

combustion to examine the effect of the devolatilization rate of 

the waste fuels on the process. In [31], authors developed a two-

dimensional unsteady state model to investigate the effects of 

moisture content on combustion characteristics. Studies showed 

that due to the high moisture content of the feedstock, the evap-

oration process consumes a large amount of heat and can take 

about 2/3 of the whole combustion process. Research presented 

in [32] compared 2D and 3D models of waste combustion and 

investigated the effects of particle size, waste throughput, and 

residence time on the bed incineration performance. Yu et al. 

[33] developed a three-dimensional mathematical model as 

a tool for furnace structure design and operation conditions op-

timization when the straw combustion is in oxygen-enriched or 

air atmospheres. Such parameters as temperature and concentra-

tions of carbon monoxide (CO) and nitrogen monoxide (NO) 

were calculated. The results of simulations showed that combus-

tion in an oxygen-enriched atmosphere is superior to combus-

tion in conventional air. A comprehensive review of modelling 

approaches of biomass and waste combustion is presented in 

[34] and [35], respectively.  

Up to now, one paper on computational fluid dynamics 

(CFD) simulation of biomass thermal conversion under air/oxy-

fuel conditions in a reciprocating grate boiler was found in the 

 

Fig. 2. Schematic diagram of the combustion chamber 

of a stoker boiler. 
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literature [36]. The effect of O2/recycled flue gas (CO2) ratios on 

flame temperature distribution, species concentration, char 

burnout, and fuel consumption have been studied and substantial 

differences were noticed compared with combustion in an air 

atmosphere. The numerical prediction showed that the gas tem-

perature profile in oxy-fuel conditions with 25% oxygen con-

centration by volume in the oxidizer is closer to the referenced 

air-fired combustion. 

To the best of the authors' knowledge, mathematical models 

of oxy-waste combustion in a moving grate furnace have not yet 

been described in the literature. Therefore, in this paper, a math-

ematical model of waste combustion for a full-scale moving 

grate MSWI plant under air- and oxy-fired conditions is demon-

strated and compared. The model is developed using MATLAB 

Software. First, the air combustion model is validated by com-

parison with full-scale plant data. The validated model is then 

modified for an oxygen-fired system and used to study the ef-

fects of the atmosphere and oxidant distribution on important 

process outcomes.  

2. Mathematical model development 

2.1. Overview and assumptions 

The scheme of considered MSW grate furnace is shown in 

Fig. 3. The combustion chamber is divided into three calculation 

sections: (a) grate, (b) intermediate zone, and (c) freeboard. In 

the model, the grate zone contains solid fuel particles. The oxi-

dizer at the initial temperature and fresh fuel flow into the grate 

zone, where in the first stage the fuel is heated by surrounding 

gases by radiation, which provides energy for the evaporation 

and devolatilization. Then, the remained char reacts with oxi-

diser, which is supplied to the furnace, generating CO and CO2. 

Therefore, fuel conversion processes take place in the grate 

zone, releasing or absorbing heat. This approach is consistent 

with most models of solid fuel combustion on the grate found in 

the literature [34,37]. The air in the grate zone is heated and par-

tially consumed in the waste oxidation processes. The rest of the 

heated air and gases such as volatiles, water vapour, carbon di-

oxide and carbon monoxide escape from the grate zone. In the 

case of air combustion, the primary and secondary air is consid-

ered to be humid air. Temperature and relative humidity deter-

mine the absolute water content of air. For oxy-combustion, the 

oxidant is oxygen from the ASU and recycled exhaust gases. 

The composition of the oxidant that was adopted during the sim-

ulations is given in Table 2. 

As Hoang et al. [35] stated, the coupling between the waste 

bed and the freeboard is a concern during mathematical model-

ling. Therefore, in this study, the intermediate zone is proposed, 

in which the released combustible gases like carbon monoxide 

and volatile matter are partially combusted with the surplus ox-

idizer from the grate zone; thus, heat is released above the grate. 

The reactions follow a chemical equilibrium. Such a solution has 

not yet been found in the literature. 

In the freeboard, the oxidiser is supplied again to ensure the 

complete combustion of remaining combustible gases. The pro-

duced flue gas contains mainly CO2, H2O, and excess O2. Thus, 

after water condensation, CO2 can be easily compressed and 

transported.  

The main assumptions are as follows: 

 Waste is described by proximate and ultimate analysis. 

 Model is steady state. 

 

Fig. 3. Model of MSW combustion chamber. 
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 The modelled grate and intermediate zones are one-di-

mensional; the freeboard is modelled as 0D. 

 Grate and intermediate zones are discretized in the direc-

tion of the moving grate as a series of control volumes. 

State variables within each control volume are homoge-

neous. 

 Pyrolysis and char burnout that take place on the grate 

are taken into account based on one-step chemical kinet-

ics. 

 Combustion of volatiles and gases produced during char 

burnout that takes place over the grate is complete. 

2.2. Materials 

Municipal solid waste is a mixture of paper, plastic, food, tex-

tiles, tyres/rubber, glass and others. Determining the physico-

chemical properties of municipal solid waste is often problem-

atic due to the high variability and heterogeneity of the feedstock 

[38]. The composition of waste varies depending on the level of 

gross domestic product (GDP) and the lifestyle of society, but 

may also vary depending on the season [7]. However, it can be 

assumed that the general properties of Europe’s MSW are as fol-

lows: a) relatively high moisture content of 10‒20%, b) high 

volatiles (VM) content at about 60‒80% (dry basis), c) the ash 

fraction exceeding 10%, and d) fixed carbon (FC) level of about 

10‒20%. The average ultimate MSW composition can also be 

proposed (daf basis): 40‒50% C; 25‒35% O; 5‒7% H; 0.5‒2% 

N; 0.1‒0.2% S; 0.1‒0.2% Cl with a moisture content of 20‒40% 

and an ash content of 15‒30% [39].  

In this study, we took the properties of waste, such as spent 

coffee grounds, described in detail in our previous study on ki-

netic analysis [20], but because the tested materials were dry, 

the amount of moisture was adjusted to match waste that is typ-

ically combusted in waste incineration plants. The proximate 

and ultimate analyses are presented in Table 1.  

2.3. Mass and energy balances 

The mass flow loss in each control volume is calculated as fol-

lows: 

 
𝑑�̇�𝑡𝑜𝑡,𝑖

𝑑𝑥
= −𝑘𝑗𝑑𝑡�̇�𝑡𝑜𝑡,𝑖, (1) 

where 𝑑�̇�𝑡𝑜𝑡,𝑖 is the mass flow loss of the fuel (kg/s), dx is the 

length of the control volume (m); 𝑘𝑗 is the rate of the jth process 

(drying, pyrolysis, char burnout) (1/s); 𝑑𝑡 is the fuel residence 

time (s); described as 

 𝑑𝑡 =
𝑑𝑥

𝑣
, (2) 

where v is grate velocity (m/s). 

The energy balance for the municipal solid waste bed is mod-

elled as 

 

 
�̇�𝑡𝑜𝑡,𝑖𝐶𝑡𝑜𝑡,𝑖𝑑𝑇𝑖

𝑑𝑥
= �̇�𝑏𝑒𝑑,𝑖 − �̇�𝑏𝑒𝑑,𝑖+1 + �̇�𝑟𝑎𝑑,𝑖 + �̇�𝑜𝑥,𝑖

𝑖𝑛,𝑔𝑟𝑎𝑡𝑒
− �̇�𝑜𝑥,𝑖+1

𝑜𝑢𝑡,𝑔𝑟𝑎𝑡𝑒
+ �̇�𝑟𝑒𝑎𝑐,𝑖 − �̇�𝑔𝑎𝑠,𝑖+1

𝑜𝑢𝑡,𝑔𝑟𝑎𝑡𝑒
, (2) 

 

where �̇�𝑟𝑎𝑑,𝑖 is the heat of radiation (kW/m), �̇�𝑜𝑥,𝑖
𝑖𝑛,𝑔𝑟𝑎𝑡𝑒

 and 

�̇�𝑜𝑥,𝑖+1
𝑜𝑢𝑡,𝑔𝑟𝑎𝑡𝑒

 denote the enthalpy flux of the oxidant at the inlet and 

outlet of the ith control volume (kW/m), respectively, �̇�𝑟𝑒𝑎𝑐,𝑖 is 

the heat of the reactions (evaporation, pyrolysis, char oxidation) 

in the ith control volume (kW/m), �̇�𝑏𝑒𝑑,𝑖   and  �̇�𝑏𝑒𝑑,𝑖+1 are the 

physical enthalpy fluxes of the solid bed at the inlet and outlet 

of the ith control volume (kW/m), respectively, �̇�𝑔𝑎𝑠,𝑖+1
𝑜𝑢𝑡,𝑔𝑟𝑎𝑡𝑒

 is the 

physical enthalpy of the gaseous phase escaping from the ith 

control volume (kW/m), and �̇�𝑡𝑜𝑡,𝑖 is defined as 

 �̇�𝑡𝑜𝑡,𝑖 = �̇�𝑤𝑎𝑡𝑒𝑟,𝑖 + �̇�𝑤𝑎𝑠𝑡𝑒,𝑖 + �̇�𝑐ℎ𝑎𝑟,𝑖 + �̇�𝑎𝑠ℎ,𝑖, (4) 

where �̇�𝑤𝑎𝑡𝑒𝑟,𝑖, �̇�𝑤𝑎𝑠𝑡𝑒,𝑖, �̇�𝑐ℎ𝑎𝑟,𝑖  and �̇�𝑎𝑠ℎ,𝑖 are the mass flow 

of the water, dry waste, char and ash in the solid bed, respec-

tively. Parameters ctot,i (J/(kg K)) and Ti (K) denote specific heat 

capacity and temperature in the ith control volume, respectively. 

2.3.1. Moisture evaporation zone 

The rate of moisture release from solids can be expressed as 

[27,28,40] 

 𝑟𝑒𝑣𝑝 = 𝐴𝑠ℎ𝑠(𝐶𝑤,𝑠 − 𝐶𝑤,𝑔)   when   𝑇𝑠 < 100 °C (5) 

or 

 𝑟𝑒𝑣𝑝 =
�̇�𝑟𝑎𝑑

𝐻𝑒𝑣𝑝
   when   𝑇𝑠 ≥ 100 °C, (6) 

where 𝐻𝑒𝑣𝑝 is the heat of vaporisation of moisture contained in 

the solid (kJ/kg), ℎ𝑠 is the convective mass transfer coefficient 

(m/s), calculated according to [34], Cw,s and Cw,g is the moisture 

concentration in the solid phase and gas phase, respectively 

(kg/m3), 𝐴𝑠 is particle surface area (m2), and 𝑄𝑟𝑎𝑑  is radiation 

heat transfer (kW), and Ts is the temperature of the solid (°C). 

2.3.2. Devolatilization zone 

Pyrolysis is a crucial stage of combustion, where volatile com-

pounds are released and the char is formed. Due to the complex-

ity of the pyrolysis process, in this study, the devolatilization of 

waste is described by a one-step global reaction: 

 MSW 
𝑟𝑑𝑒𝑣
→  char + volatiles. (7) 

Table 1. Fuel composition. 

Proximate analysis 

Moisture 

(ar, wt%) 

Volatile matter 
(db, wt%) 

Fixed carbon 
(db, wt%) 

Ash 
(db, wt%) 

20 57.77 7.62 34.61 

Ultimate analysis (dry basis, wt%) 

LHV, kJ/kg C H O N S 

14 784 43.50 5.50 15.28 0.13 0.01 
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The rate constant of volatile release is taken from an Arrhe-

nius type of expression: 

 𝑘𝑑𝑒𝑣 = 𝐴1exp (
−𝐸1

𝑅𝑇𝑔𝑟𝑎𝑡𝑒
), (8) 

where 𝐴1 is the pre-exponential factor or the frequency factor 

(1/s), 𝐸1 is the energy activation (kJ/mol), and 𝑅 is the universal 

gas constant (J/(mol K)). The data used for the calculation are 

presented in Table 3. 

 2.3.3 Char burnout zone 

Due to the reactivity of CO2 diluent, char combustion is influ-

enced by various mechanisms, such as reduced oxygen mass 

transfer in CO2, the lower temperature due to the higher heat ca-

pacity of CO2 and the char-CO2 gasification reactions [41]. In 

this study, the oxidizing (exothermic) reaction of char with ox-

ygen is considered, in which CO2 and CO are produced:  

 C +
1

𝜃
O2

𝑟2
→ 2(1 −

1

𝜃
) CO + (

2

𝜃
− 1) CO2, (9) 

where 𝜃 is the stoichiometric ratio for char oxidation defined as

 𝜃 =
1+

1

𝑟𝑐
1

2
+
1

𝑟𝑐

, (10) 

where 𝑟𝑐  is the ratio of CO/CO2 formation rate, which can be 

estimated by 

 𝑟𝑐 =
CO

CO2
= 12exp (−

3300

𝑇𝑐ℎ𝑎𝑟
), (11) 

where Tchar represents the char temperature. 

The char reaction rate that can be generally expressed as [42]  

 𝑘𝑖 =
𝑘𝑘𝑖𝑛,𝑖𝑘𝑑𝑖𝑓𝑓,𝑖

𝑘𝑘𝑖𝑛,𝑖+𝑘𝑑𝑖𝑓𝑓,𝑖
, (12) 

where 𝑘𝑑𝑖𝑓𝑓,𝑖 is the coefficient of mass transfer for oxidizing and 

reductive reaction (kg/(m2sPa), and  

 𝑘𝑘𝑖𝑛,𝑖 = 𝐴iexp [
−𝐸i

𝑅𝑇𝑐ℎ𝑎𝑟
] (13) 

is the kinetic rate constant for oxidizing and reductive reaction 

(kg/(m2sPa)).  

2.3.4. Intermediate zone – gaseous phase partial  

combustion 

The energy balance of the intermediate zone is calculated as fol-

lows: 

 
�̇�𝑔𝑎𝑠,𝑖𝑐𝑔𝑎𝑠,𝑖𝑑𝑇𝑖

𝑑𝑥
= �̇�𝑜𝑥,𝑖

𝑜𝑢𝑡,𝑔𝑟𝑎𝑡𝑒
+ �̇�𝑔𝑎𝑠,𝑖

𝑜𝑢𝑡,𝑔𝑟𝑎𝑡𝑒
+ �̇�𝑐𝑜𝑚𝑏,𝑖 − �̇�𝑔𝑎𝑠,𝑖

𝑜𝑢𝑡,𝑖𝑛𝑡𝑒𝑟𝑚𝑒𝑑𝑖𝑎𝑡𝑒 𝑧𝑜𝑛𝑒
, (14) 

 

where 𝑐𝑔𝑎𝑠,𝑖 stands for the specific heat capacity of the gas pro-

duced in the ith control volume (J/(kg K)), �̇�𝑐𝑜𝑚𝑏,𝑖 is the heat of 

partial combustion of volatiles and combustible gases (kW/m), 

�̇�𝑔𝑎𝑠,𝑖
𝑜𝑢𝑡,𝑖𝑛𝑡𝑒𝑟𝑚𝑒𝑑𝑖𝑎𝑡𝑒 𝑧𝑜𝑛𝑒

 is the enthalpy of the produced gas at the 

outlet of the ith control volume (kW/m). 

2.4. Heat transfer between solid and gaseous phases 

Since high temperature occurs in the combustion chamber, this 

model assumes that radiation is the dominant heat transfer 

mechanism: 

 �̇�𝑟𝑎𝑑,𝑖 = 
𝜀𝑏𝑒𝑑+1

2
𝐴𝜎(𝜀𝑔𝑎𝑠𝑇𝑔𝑎𝑠

4 − 𝜎𝑔𝑎𝑠𝑇𝑏𝑒𝑑
4 ). (15) 

The emissivity 𝜀𝑏𝑒𝑑 depends on the material, temperature and 

surface condition. In our simulations, we used a constant emis-

sivity of 𝜀𝑏𝑒𝑑 = 0.8 for waste bed, but different emissivities can 

be used for different fractions if data are available. In the 

above, A denotes surface (m2), 𝑇𝑔𝑎𝑠 is the temperature of the 

freeboard (K), 𝑇𝑏𝑒𝑑  is the temperature of the grate (K), and 𝜎 

is the Stefan-Boltzmann constant, 𝜎 = 5.67×10−8 W/(m2K4). 

To calculate the radiative properties of gases in the furnace 

(𝜀𝑔𝑎𝑠 and 𝛼𝑔𝑎𝑠), the weighted sum of the grey gases model 

(WSGGM) is used, which was introduced by Hottel and Sarofim 

[43] and due to its simplicity and relatively high accuracy, it was 

further developed and used by many researchers [38,44].  

In the WSGG model, the Planck-mean absorption coefficient 

of the gas mixture over a path length is determined by [41,45]  

 �̅� =  −ln (1 − 𝜀/𝑠), (16) 

where 𝑠 is the radiation beam length, and 𝜀 the gas emissivity. 

The latter is calculated from 

 𝜀 = ∑ 𝑎𝜀,𝑖(𝑇)(1 − exp(−𝜅𝑖𝑝𝑖𝑠))𝑖 , (17) 

where 𝑎𝜀,𝑖 is the emissivity weighting factor for the ith grey gas 

component, 𝜅𝑖 and 𝑝𝑖  are the pressure absorption coefficient 

(1/m·atm) and partial pressure (atm) of the ith absorbing gas, 

respectively. 

The emissivity weighting factors are polynomial correlations 

that can be given as a function of the gas temperature: 

 𝑎𝜀,𝑖 = ∑ 𝑏𝜀,𝑖,𝑗𝑇
𝑗−1

𝑗 . (18) 

It should be noted that most of the already established coef-

ficients of WSGGM are suitable only for the air-fired combus-

tion conditions, where the molar fractions ratio of carbon diox-

ide and water vapour differs from oxy-fuel combustion, and us-

ing them in the oxy-fired conditions may lead to uncertain levels 

of inaccuracy. Therefore, with the growing popularity of oxy-

gen-fired systems, some scientists have expanded the set of co-

efficients with those dedicated to oxy-fuel combustion, for ex-

ample, in [45,46]. 

3. Calculation data 

Physical data and process data (Table 2) of the full-scale incin-

eration plant were provided by the Returkraft WtE plant in Kris- 
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tiansand (Norway). A description of the waste incineration pro-

cess at the studied plant is available in [38].  

As mentioned earlier, in this study individual steps of the 

fuel thermal decomposition were taken into account based on 

chemical kinetics. To determine the kinetic parameters of waste 

materials, an experimental campaign on the thermogravimetric 

instrument and lab-scale reactor was performed. Firstly, we per-

formed the TGA analysis of sample pyrolysis in N2 and CO2 at- 

mospheres and retrieved the kinetic data, employing isoconver-

sional methods, also known as model-free (Friedman and 

Vyazovkin). According to the isoconversional principle, the 

process rate at a constant extent of conversion 𝛼 is a function of 

temperature [47]. Then, we used a lab-scale reactor to produce 

waste chars and we subjected them to thermogravimetric analy-

sis in air and oxy-fired conditions. These studies were in detail 

described in our previous works [20,21]. Table 3 shows the ki-

netic data used in the mathematical model in the air- and oxy- 

fired modes. 

Other calculation data, such as, the physical properties of 

used waste used in the model are summarized in Table 4. 

For the simulation of the waste combustion system, 

MATLAB software was used. The equations were solved using 

Newton-Raphson method and a mesh array of 10200 was em-

ployed. 

4. Results and discussion 

In the study, firstly simulations of the incineration chamber in 

the air-fired mode were performed, using assumptions and equa-

tions presented in Section 2 and input data presented in Sec-

tion 3. The results of these calculations, such as the temperature 

of the grate and intermediate zone, as well as the mass flow of 

waste as a function of grate length, together with the model ver-

ification, are provided as a ‘reference’ and presented in Section 

4.1. Validated model was then modified to the oxy-fired mode 

using the input data from Section 3. The results of the analysis 

of oxy-fired system are presented in Section 4.2.  

4.1. Reference simulation and comparison with process 

data  

Figure 4a presents the temperature of the grate and intermediate 

zone, as well as the fuel mass flow as a function of grate length. 

As can be observed, fuel combustion on the grate occurs gradu-

ally. Firstly, the fuel heats up and dries (Zone I), then when the 

grate reaches a temperature of around 450°C, volatiles are re-

leased. The drying and pyrolysis processes end at a distance of 

2 m of the grate. Directly above the grate, in the intermediate 

zone, the volatiles partially burn, releasing heat and causing 

temperature growth up to 2000 K (Zone II). After the pyrolysis 

process, the waste char begins to slowly oxidize, and over the 

grate length of 8 m the fuel is burned out (Zones III and IV). In 

the fifth zone, the air mass flow is reduced and only ash remains. 

Similar findings regarding weight loss on the grate, burnout and 

grate temperatures have been found in the literature 

[27,28,30,38]. The different zones shown in Fig. 4a correspond 

to the air distribution according to data obtained from an incin-

erator in Norway (Table 2). 

Figure 4b presents the molar fractions of gas species in the 

intermediate zone. As can be seen, oxygen quickly drops from 

21% to below 1%, meaning that it is consumed during most of 

the process on the grate, which indicates that locally the air-lean 

(or fuel-rich) conditions dominate the bed combustion processes 

[33]. After the complete combustion of the fuel, the intermediate 

Table 2. Physical and process data.  

Parameter Unit Value 

Grate length m 10.2 

Grate width m 6.3 

Height to the top of 1st pass m 19.15 

Waste throughput capacity t/h 18 

Primary air distribution  
(5 zones) (air-fired mode) 

% 8 – 29 – 37 – 23 – 3 

Primary air temperature °C 110 

Primary air flow rate mn
3/h 53669 

Secondary air temperature °C 110 

Secondary air flow rate mn
3/h 39945 

Grate speed m/s 0.002 

Oxidiser composition  
(air-fired mode) 

vol. % 21% O2 – 79% N2 

Relative humidity % 95 

Oxidiser composition  
(oxy-fired mode) 

vol. % 95% O2 – 5% N2 

Wet recirculated flue gas 
composition  
(oxy-fired mode) 

mol % 
55.5% CO2 – 27.7% 
H2O – 12.2% O2 -  

4.4% N2 

Flue gas molar flow kmol/s 0.9429 

 

Table 3. Kinetic data used in the mathematical 

model in the air- and oxy-fired mode. 

Parameter Unit Value 

Adev,air 1/s 1017.7 

Edev,air kJ/mol 232100 

Adev,oxy 1/s 1021.3 

Edev,oxy kJ/mol 274700 

Achar,air 1/s 104.79 

E char,air kJ/mol 104372 

Achar,oxy 1/s 136.56 

Echar,oxy kJ/mol 72137 

 

Table 4. Physical properties of waste used in the model [24,27,29]. 

Parameter Unit Value 

Heat capacity of water, cwater 

   
kJ/kgK 

4.187 

Heat capacity of dry waste, 
cwaste 

1.5+0.001T 

Heat capacity of char, cchar 0.44+0.001T -7×10-8 T2 

Heat capacity of ash, cash 0.8 

Bed emissivity, εbed         ‒ 0.8 

Gas emissivity (air-fired 
system), εgas,air 

        ‒ 0.4143 

Gas emissivity (oxy-fired 
system), εgas,oxy 

        ‒ 0.4816 
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zone is filled only with air. Results indicate that during the char 

oxidation CO2 generation is more intensive. The produced car-

bon monoxide will be further combusted in the intermediate 

zone above the grate generating heat. Nevertheless, it is worth 

mentioning that in the char burnout zone, the temperature should 

not exceed 800°C due to the presence of organics in the waste, 

such as plant residues and food leftovers with a very low ash 

melting point temperature of around 825°C [48].  

Figure 5 presents a comparison of the temperature of the  

 
(a) 

 
         (b) 

 

Fig. 4.(a) Temperature of the grate and intermediate zone and the mass flow of the fuel as a function of grate length; (b) Molar fractions of gas spe-

cies in the intermediate zone. 

 

Fig. 5. Comparison between real temperature in the furnace (freeboard zone) and simulation results (WtE Returkraft plant data). 

 

Fig. 6. Comparison between the measured and simulated oxygen content in the flue gas at the outlet (WtE Returkraft plant data). 
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freeboard between the air-fired model and the measurements 

(with the calculated average value) in the incineration plant. Fig-

ure 6 shows measurements and the calculated value of the oxy-

gen content in the flue gas at the outlet. The relative difference 

between the calculated and measured values of temperatures and 

oxygen content is 4.8% and 10.2%, respectively. Thus, it was 

found that the air-fired model was sufficiently accurate and 

work on the model in the oxy-combustion mode began. 

4.2. Oxy-combustion model 

This section presents the results of simulations of the oxy-waste 

combustion chamber. To assess the influence of different fac-

tors, such as flue gas recirculation ratio, oxygen distribution, and 

oxidizer temperature, three different cases were studied: 

1) The first one involved introducing oxygen into the 

combustion chamber in a sub-stoichiometric amount 

(λ equal to 0.52), along with recirculated exhaust gas in 

the ratio of 15, 20, and 25%.  

2) The second one comprised checking the influence of 

oxidant distribution. This was achieved by first supply-

ing recirculated flue gas to the combustion chamber, 

and only after the volatiles have been released, intro-

ducing oxygen (in the amount as in the first case).  

3) In the third case, the most favourable oxygen distribu-

tion was taken (determined from the previous cases) 

and the influence of 3 different oxidant temperatures on 

the process was checked. 

4.2.1. Effect of the flue gas recirculation 

Oxy-fuel combustion changes many parameters inside the fur-

nace due to the change in overall thermal environment in the 

furnace. A major effect is visible on temperature distribution 

which happens due to CO2 rich combustion environment. Figure 

7 presents the radiative heat transfer between gas and solid phase 

for air- and oxy-fired conditions. As can be observed, oxy-fired 

system is characterized by higher radiative heat flux than com-

bustion in an air atmosphere, which can be also observed in 

other comparative studies on air- and oxy-fired systems [41,49].  

Figure 8 shows temperatures of the grate and intermediate 

zone, as well as the mass flow of waste as a function of grate 

length. As can be observed, the higher the degree of flue gas 

recirculation, the lower the temperature of the grate and the in-

termediate zone, which confirms that recirculation can effec-

tively control the temperature in the combustion chamber. The 

reason for this is the change in the environment of the furnace, 

as the CO2 and H2O contained in flue gas have a different spe-

cific heat capacity than N2. The increased amount of recycled 

flue gas decreases the temperature of the process [36,50].  

The next finding obtained in this research is that using oxy-

gen during waste combustion raises the temperature and speeds 

up the process. For instance, combustion ends at 4 m for a recir-

culation rate of 15%, at 4.5 m for a 20% rate, and at 5.5 m for 
 

Fig. 7. Radiative heat transfer for air- and oxy-fired system. 

 

(a) 

 

(b) 

Fig. 8. a) Temperature of the grate and intermediate zone, and 

the mass flow of the fuel as a function of grate length;  

b) Oxidant distribution along the grate. 
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25%. This means that, in addition to the lower exhaust gas vol-

ume and thus, smaller equipment used for flue gas cleaning (as 

discussed in Section 1), the size of the combustion chambers op-

erating under oxy-fuel conditions may be lowered by 30–50% 

when compared to the conventional mode of combustion.  

The oxygen needed to complete the oxy-waste combustion 

process (total and oxygen produced in ASU) is compiled in Ta-

ble 5. A larger flue gas recirculation (RFG) ratio corresponds 

with a higher oxygen content in the oxidiser. This is because 

components that oxidize, like oxygen, carbon dioxide, and water 

vapour, are present in the recirculated gases. Additionally, the 

percentage of oxygen in the oxidant was determined for each 

case and ranged from 33% to 43%. 
Nevertheless, we found that temperature in the intermediate 

zone can exceed as much as 3000 K, when the volatiles are par-

tially combusted, and the temperature at the grate can exceed the 

temperature of the waste ash melting point. Thus we analysed 

the second case, in which we limited the oxygen supply only to 

char oxidation zone. The drying and devolatilization processes 

were carried out in the atmosphere of recycled flue gases (with 

ratios of 15, 20 and 25%). 

4.2.2. Effect of oxygen distribution 

Analogous to the previous results, Fig. 9 shows a comparison of 

radiative heat transfer between air- and oxy-fired conditions for 

different ratios of flue gas recirculation. The oxygen share in the 

oxidant for each case was equal to 25%. It can be observed that 

the radiative heat transfer profile for the oxy-fired system in this 

case is more similar to air combustion than that predicted in the 

first studied case (compare to Fig. 7). Similarly, Figure 10 dis-

plays the temperature of the grate and intermediate zone, and the 

mass flow of waste as a function of grate length for considered 

ratios of flue gas recirculation. The results imply that the use of 

recirculated flue gas for evaporation and pyrolysis processes is 

feasible. Limiting oxygen slightly extends the process and sig-

nificantly decreases the temperature in the combustion chamber. 

Regarding the oxygen demand in the second case studied, 

the required amount of oxygen in the process decreased signifi-

cantly, as shown in Table 6. This results in a lower consumption 

of electricity to power the air separation unit, which is employed 

to produce pure oxygen. As various studies have shown [7,51], 

the ASU is the most energy-intensive device in the oxy-fuel 

combustion systems. Therefore, in studies on oxy-waste incin-

eration, the key parameter that will allow the selection of the 

optimal oxidant distribution strategy should be the oxygen de-

mand.  

 

(a) 

 

(b) 

Fig. 10. a) Temperature of the grate and intermediate zone, and the 

mass flow of the fuel as a function of grate length;  

b) Oxidant distribution along the grate. 

 

Fig. 9. Radiative heat transfer for air- and oxy-fired system. 

Table 5. Oxygen demand for different oxy-fired conditions. 

Parameter Unit Value 

RFG ratio % 15 20 25 

Total oxygen 
demand  

kmol/s 0.0969 0.1027 0.1085 

Oxygen from ASU kmol/s 0.0795 

Share of oxygen 
in the oxidant 

% 33 37 43 
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4.2.3. Effect of oxidizer temperature 

In the last case, we analysed the influence of the oxidizer tem-

perature on the process. We selected the conditions used in the 

second case (with the 25% of recirculated flue gas) and investi-

gated three different temperatures of 383 K, 406 K and 429 K. 

The results presented in Fig. 11 indicate that the temperature of 

the oxidiser does not affect the process significantly.  

5. Conclusions  

This study presents the first attempt at mathematical modelling 

of real-scale oxy-waste incineration, which is a scientific nov-

elty of this work. As a result, the 1D model of oxy-MSW com-

bustion in a grate furnace is developed and analysed. The pro-

cesses that were considered on the grate comprised waste dry-

ing, pyrolysis, the heterogeneous reactions of char and O2/CO2, 

based on the chemical kinetics, as well as homogeneous reac-

tions between gases in the intermediate zone (above the grate). 

Besides, heat and mass transfer between the gas and solid phases 

are comprised.  

The presented results showed that combustion parameters 

such as temperature and the duration of the process highly de-

pend on oxidant composition: 

 Increased content of oxygen in the supplied gas shortens the 

combustion process by around 30‒50%.  

 Increased content of oxygen elevates the temperature in the 

gaseous reactions area. 

 Increased content of oxygen elevates the temperature in the 

grate.  

 The study also confirmed that flue gas recirculation effec-

tively control the temperature of the process.  

 Moreover, the results indicate that the use of recirculated ex-

haust gases as an oxidant is sufficient for the drying and py-

rolysis process.  

Thus, oxy-fuel combustion of waste in a grate furnace can 

provide improved burnout and higher temperature with a sus-

tainable ‘CO2-less’ thermal conversion of fuel. 

Results will be useful especially for the design purposes of 

the oxy-MSW combustion process since they show the duration 

of the various stages of waste incineration, the amount and com-

position of the obtained products, as well as the approximate 

temperature of the gaseous and solid phases depending on the 

used oxidant.  
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1. Introduction 

The application of alternative fuels in the transportation and 

power-generating industries used in compression ignition 

(CI) engines is becoming increasingly significant [1]. This re-

quirement becomes necessary because of two issues: de-

creased oil reserves, price instability, and emission regula-

tions for human health and environmental preservation [2].  

The petroleum industry is a crucial sector of the Indian 

economy, accounting for about 25% of the country's total en-

ergy consumption. However, India remains heavily reliant on 

imports to meet its domestic demand for crude oil, with nearly 

80% of its crude oil requirements being imported [3]. India's 

oil demand is projected to rise from the current 4.7 million 

barrels per day (mb/d) to 6.7 mb/d in 2030 and 8.3 mb/d in 

2050 [4]. Despite the high efficiency of CI engines, the pri-

mary pollutants emitted from diesel fuel are HC, NOx, and 

CO [5]. 
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Nomenclature 

ABE ‒ acetone-n-butanol-ethanol 

ABED ‒ ABE/diesel blends 

BSFC ‒ brake-specific fuel consumption 

BTE ‒ brake thermal efficiency 

CI ‒ compression-ignition 

CN ‒ cetane number 

CO ‒ carbon monoxide 

CO2 ‒ carbon dioxide 

CRDI ‒ common rail direct injection 

CV ‒ calorific value 

DI ‒ direct injection 

EGR ‒ exhaust gas recirculation 

HC ‒ hydrocarbon 

HCCI ‒ homogeneous charge compression ignition 

HRR ‒ heat-release-rate 

LHE ‒ latent heat of evaporation 

LHV ‒ lower heating value 

LTC ‒ low-temperature combustion 

NOx ‒ nitrogen oxides 

PODEn ‒ poly-oxy methylene dimethyl ethers 

PPCI ‒ partially-premixed-compression-ignition 

RCCI ‒ reactivity-controlled-compression-ignition 

RSM ‒ response surface methodology 

SCR ‒ selective catalytic reduction 

HCOOH ‒ formic acid 

HCHO ‒ formaldehyde

In recent years, various measures have been taken to reduce 

these exhaust gases from diesel engines by implementing regu-

lations such as BS (brake-specific) standards, alternative fuels, 

etc. Among these measures, alternative biofuels have become 

essential because of the rising price of retrofitting CI (compres-

sion-ignition) engines, rising oil prices, and declining oil re-

serves [6]. Due to their abundant sources and self-contained ox-

ygen properties, oxygenated fuels are gaining much attention as 

new alternative fuels. Alcohol [7], ester [8], ether [9], and other 

alcohol-based fuels are currently the primary oxygenated alter-

native fuels. Numerous experiments have shown that blending 

these fuels with diesel reduces smoke opacity and increases the 

ambiguous interactions between NOx and soot [10,11].  

Different alcohols, like methanol and ethanol, are currently 

used as alternative biofuels, and higher alcohols, like butanol, 

pentanol, etc. can also be used as alternative fuels in CI engines. 

By using these alcohols with diesel in CI engines, the particulate 

emissions can be decreased. Moreover, a few issues exist while 

using lower alcohol in diesel engines. Previous researchers have 

found that lower alcohols, such as methanol and ethanol, have 

less miscibility in diesel and might cause phase separation prob-

lems at low temperatures due to their poor chemical and physical 

characteristics [12]. Also, low-carbon alcohols have low CN 

(cetane number), low viscosity, and high latent heat of evapora-

tion (LHE), impacting engine performance and emissions [13‒

15]. To address these issues, various approaches can be em-

ployed, including alcohol fumigation, dual injection, blending 

alcohol with diesel fuel, and creating alcohol-diesel fuel emul-

sions [16].  

A double injection system or alcohol fumigation can produc-

tively solve the miscibility problems of alcohol/diesel fuel 

blends. Ghadikolaei et al. [17] examined that fumigation might 

solve the miscibility problem in the alcohol-diesel blend. In ad-

dition, Liu et al. [18] discovered the various consequences of 

ethanol/PODEn/diesel fuel blends on CI engines. They found 

that PODEn enhanced the emission and combustion features of 

CI engines. Phase separation problems can be reduced by adding 

co-solvents or emulsifiers in lower alcohol/diesel blends [19]. 

Higher alcohols have drawn more attention because of their high 

cetane number, energy density, mixing stability, and reduced 

moisture absorption compared to lower alcohols. Higher alco-

hols contain more carbon, are less hygroscopic, and are less po-

lar. The suitability of neat butanol for CI engines is constrained 

by several factors. Its lower cetane number, diminished energy 

density, elevated heat of vaporization, potential corrosiveness to 

engine components, and compatibility issues with seals and gas-

kets all pose challenges. Moreover, the limited availability and 

underdeveloped infrastructure for butanol distribution exacer-

bate its practicality as a transportation fuel for CI engines. These 

properties contribute to ignition delays, incomplete combustion, 

reduced efficiency, heightened emissions, and reliability con-

cerns. Nonetheless, despite these limitations, the environmental 

benefits of butanol, such as lower emissions, suggest potential 

avenues for improvement through fuel blending or the adoption 

of advanced engine technologies [20]. Therefore, the combina-

tion of higher alcohols such as butanol, pentanol, etc. along with 

diesel without the addition of emulsifiers or co-solvents does not 

cause phase separation problems. Higher alcohols can be uti-

lized as solvents for alcohols like methanol and ethanol [21]. 

Secondly, they are less corrosive in nature because of their lower 

hygroscopicity and lower water content [22]. These alcohols 

have longer carbon chains than lower alcohols, which increases 

their CV (calorific values), CN, and density. Higher alcohol con-

centrations can also extend the ignition delay period, improving 

the premixed and diffusion combustion phases and thoroughly 

mixing the air and fuel.  

Biobutanol and biopentanol are biofuels produced via fer-

mentation processes, but they differ in microorganisms and 

pathways. Biobutanol, often derived from acetone-butanol-eth-

anol (ABE) fermentation by Clostridium bacteria, utilizes vari-

ous feedstocks like sugar cane and cellulose-rich biomass. The 

process involves hydrolysis to break down feedstock into fer-

mentable sugars, fermentation by bacteria yielding butanol, ac-

etone, and ethanol, and distillation to separate butanol. Con-

versely, biopentanol production may involve the genetic engi-

neering of microorganisms for pentanol synthesis, with similar 

feedstock options. Challenges include optimizing microbial 

strains for high yields and reducing production costs to compete 

with traditional fuels. Both biofuels represent promising alter-

natives necessitating ongoing research and development [23].  

Integrating an economic analysis into the assessment of 

higher alcohol fuels entails evaluating their cost of production, 

including raw materials, processing, and infrastructure, along-

side feedstock availability and price fluctuations. Assessing en-

ergy content and engine efficiency relative to conventional fuels 

is essential, as is considering the cost of infrastructure modifica-

tions. Market demand, price sensitivity, environmental and so-

cial costs, policy support, and long-term technological advance-

ments all play pivotal roles in determining the economic viabil-

ity and potential societal benefits of adopting higher alcohol  
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fuels. Higher alcohols have lower total production costs than 

lower alcohols in terms of price. To control fuelling in internal 

combustion engines using either fossil fuel or biodiesel, various 

strategies are employed to optimize engine performance and 

emissions. Two primary approaches are commonly focused on: 

maintaining a constant initial injection angle or optimizing the 

combustion phasing, typically measured by the CA50 angle (the 

crank angle at which 50% of the fuel mass has burned) [24]. Re-

search trends indicate that while maintaining a constant initial 

injection angle provides a useful baseline, optimizing the CA50 

angle generally yields better efficiency, performance, and emis-

sions outcomes. This optimization is especially critical for bio-

diesel due to its distinct combustion properties compared to fos-

sil fuels. Consequently, modern engine control strategies often 

include CA50 optimization to adapt to varying fuel characteris-

tics and operating conditions, ensuring optimal engine perfor-

mance and reduced environmental impact. 

Yanai et al. [25] examined the consequences of neat butanol 

and found that the performance and emission features of the en-

gine are affected by the spray characteristics and advanced in-

jection angle strategy. Gautam et al. [26] have also found that 

the CO emission decreased and BTE (brake thermal efficiency) 

increased with the advancement in injection angle. By using 

RSM (response surface methodology), Kumar et al. [27] ob-

served the impact of different factors on CI engines and con-

cluded that fuel injection pressure seriously influences the per-

formance and emissions behaviour of CI engines. Low-temper-

ature combustion (LTC) is a promising strategy for simultane-

ously reducing NOx and smoke emissions while enhancing com-

bustion efficiency. LTC is characterized by a well-prepared pre-

mixed fuel/air mixture that combusts at lower temperatures after 

an extended ignition delay. The most effective methods to 

achieve LTC include using exhaust gas recirculation (EGR) and 

delaying the injection timing. Combustion tests were conducted 

in an optically accessible diesel engine using a 20% butanol/die-

sel blend under varying injection timings and EGR rates. A par-

tially premixed low-temperature combustion (LTC) was 

achieved with late injection timing combined with a high EGR 

rate of 50%. This resulted in significant reductions in smoke and 

NOx emissions, with a minor decrease in efficiency [28]. 

For instance, RCCI (reactivity-controlled-compression-igni-

tion) [29], PCCI (partially-premixed-compression-ignition) 

[30], and HCCI (homogeneous charge compression ignition) 

[31] have demonstrated the ability to achieve the most stringent 

emissions standards in the transportation sectors. Higher alcohol 

PFI (port fuel injection) and diesel DI (direct injection) can pro-

duce RCCI. The combustion phase may be more readily con-

trolled, a more comprehensive operating range is attained, the 

efficiency of diesel engines is substantially improved, and ex-

tremely low NOx and particulate matter emissions are main-

tained. However, because of its physicochemical characteristics, 

increasing alcohol consumption in compression ignition engines 

typically impacts the performance of the engines. While using 

higher alcohols in compression ignition engines, including na-

noparticles [32] and polymethyl dimethyl ether [33] can also en-

hance the performance of the engines. 

The primary goal of this study is to present a thorough anal-

ysis of higher alcohol and its impacts on CI engines' perfor-

mance, combustion, and emissions. Numerous researchers and 

scientists have examined butanol and pentanol in various ratios 

with diesel to see whether or not they are suitable as fuel for the 

current diesel engines. The recent research and prior results 

about replacing (fully or partially) fossil fuel with these alcohols 

in compression ignition engines were usually successful since 

they increased the fuel's renewable fraction while reducing reg-

ulated emissions and improving efficiency. 

2. Butanol as fuel in CI engine 

Butanol, saturated hydrocarbon, is a straight-chain alcohol hav-

ing 4-carbon atoms mainly extracted from fossil fuels and bio-

derived substances. Despite this, both butanol and pentanol have 

similar physicochemical properties and give identical results 

when used in CI engines. Butanol can be added in significant 

proportion to diesel fuel and used; however, it is not suitable for 

the complete replacement of diesel directly in diesel engines due 

to the different properties than diesel (see Table 1). Butanol/die-

sel blends are one of several possibilities for making diesel en-

gines suitable with alcohol. Due to the hydrophilic nature of 

methanol and ethanol, it does not form a proper mixture with 

Table 1. Physicochemical properties of fuels [16,22,48]. 

Properties Diesel Methanol Ethanol n-Butanol n-Pentanol 

Mol. formula C12H26-C14H30 CH3-OH C2H5-OH C4H9-OH C5H11-OH 

Mol. weight (kg/kmol) 191–210 31.84 45.88 75.12 87.85 

Density (kg/m3) at 15℃ 838 790.73 790.2 810.1 815.2 

Flashpoint (℃) 72 11.5–12.5 14.5 27 48 

Boiling point (℃) 181–358 65.2 79.3 116.2 138.1 

Cetane number (CN) 51.5 5.5 8.2 16 17.82–20 

LHE (kJ/kg) 252–288 1160.73 919.37 582.24 309.15 

Water solubility at 20℃ (%weight) Immiscible Miscible Miscible 8.1 1.9 

C (%weight) 85.83 38.18 51.84 65.22 67.83 

O (%weight) 0.0 50.10 35.23 22.15 19.05 

H (%weight) 14.20 13.24 12.92 13.54 14.21 

C/H ratio 5.98 3.08 3.92 5.02 5.06 

Self-ignition temperature (oC) 248–302 385 363 343 298 

LHV (MJ/kg) 44.15 20.04 27.08 34.17 34.92 

Vapour pressure (mmHg) 0.42 126.5 54.6 6.8 6.8 

Saturation pressure (kPa) at 38℃ 2.08 32.02 14.06 2.94 4.18 

Lubricity (μm corrected wear scar) 314.8 1109.2 1056.5 592.10 677.15 

Kinematic viscosity at 40℃ (mm/s2) 3.45 0.52 0.98 2.56 2.83 
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diesel as they become separated into different liquid phases over 

several periods, and it gives undesirable effects while using 

them in diesel engines. Hence, it requires an additional co-sol-

vent to attain a better blend with diesel. Butanol exhibits better 

miscibility characteristics with diesel blends because of its lower 

polarity [34]. No emulsifying agents are required for diesel/bu-

tanol blends as they do not undergo phase separation even after 

many days [35]. 

Moreover, it acts as a solvent for methanol/diesel fuel blends 

[36] and ethanol/diesel fuel blends [37‒39] while used in CI en-

gines. Although blending can be completed either splash-

blended in the storage reservoir right before distribution or in-

line at the terminal, a specific manufacturing facility is not re-

quired to handle the stable diesel/butanol fuel blend due to its 

ease of attainment [40]. Another significant benefit is that buta-

nol may be blended into diesel at larger ratios, indicating that 

perhaps the fuel has a more substantial share of renewable en-

ergy. According to several studies, using butanol/diesel mixes, 

butanol can substitute up to 40% of diesel fuel without requiring 

significant changes to the current engine system [41]. 

The low heating value (LHV) of a fuel impacts the engine's 

power production. Because alcohol's heating value rises as car-

bon atoms increase, butanol has a higher heating value com-

pared to lower alcohols like methanol and ethanol. However, bu-

tanol has a 23% lesser LHV than diesel; therefore, it requires 

a higher quantity of diesel-butanol blended fuels to obtain equal 

power output from the engine. As the number of carbon atoms 

grows, alcohol's volatility and auto-ignition temperature drop. 

Therefore, diesel/butanol mixtures do not impact the ignition is-

sues at various low-load settings [42]. It lowers the CN of blends 

with diesel, reduces auto-ignition properties and lengthens igni-

tion delay. Direct application of these higher alcohols in unmod-

ified CI engines is prohibited for this very reason. 

2.1. Combustion, performance and emission  

behaviour of butanol 

An exhaustive research review on the effects of blending buta-

nol with diesel in various kinds of CI engines is shown in Ta-

ble 2. 

2.2. Summary 

According to the above literature review, adding butanol to die-

sel has various effects on the CI engine performance and emis-

sions: 

1. More butanol content in diesel/butanol blends lowers the 

fuel's CN, increases ignition delay (ID), and increases the 

maximum heat release rate (HRR).  

2. The peak pressure inside the engine cylinder improves the 

premixed phase of combustion, increases BTE, reduces in- 

dicated torque, power and IMEP (indicated mean effective 

pressure), and increases CO and HC emissions. 

3. Combustion temperatures of diesel/butanol blends are low 

at medium and low loads, and which also, due to the lower 

calorific value and higher LHE of butanol as compared to 

diesel, reduce NOx emissions. Alternatively, increased NOx 

emissions are caused by an extended premixed combustion 

phase due to the higher combustion temperatures at high 

loads.  

4. Butanol increases combustion by increasing the distillation 

and viscosity of biodiesel/butanol blends, increasing the 

BTE and decreasing soot particles, CO, and unburnt hydro-

carbon emissions but lowering BSFC. Its higher distillation 

temperature, in comparison to ethanol, aids in superior fuel 

vaporization, thereby enhancing the combustion process. 

5. When PODEn is added to diesel blend (DB), it increases the 

CN, which decreases the delay period while increasing HC, 

NOx, and exhaust emissions while reducing soot emissions. 

Reducing the time intervals between the pilot and direct in-

jections can help lower hydrocarbons and carbon monoxide 

emissions.  

Adding butanol to biodiesel improves the BTE and in-

creases BSFC while reducing ID period, cylinder pressure, max-

imum HRR, and NOx, HC, and CO emissions. Simultaneously, 

the current research also suggests that ABE has a high potential 

for reducing butanol recovery costs and lowering soot and NOx 

emissions. 

Oxygen in fuel affects combustion and emissions, promoting 

complete oxidation and reducing CO and hydrocarbon emis-

sions while potentially increasing NOx. It also influences soot 

and particulate matter formation, favouring smaller particles in 

oxygen-rich environments [43]. Understanding oxygen's role is 

crucial for emission control strategies, offering opportunities to 

mitigate emissions. Balancing oxygen content is essential for ef-

ficient combustion with minimal environmental impact, enhanc-

ing sustainability in combustion-related activities for cleaner air 

and improved environmental health. 

The mixed results observed in studies on using higher alco-

hols as fuel in diesel engines ‒ where some parameters increase 

in some studies and decrease in others ‒ can be attributed to fac-

tors such as variations in fuel composition, engine types, meas-

urement techniques, environmental conditions, and data analy-

sis methods. Addressing these factors can help researchers reach 

more definitive conclusions about the use of higher alcohols in 

diesel engines, potentially leading to optimized formulations 

and enhanced performance and emissions profiles. Additionally, 

several studies indicated that combining higher alcohols with 

nanoparticles might enhance engine performance by boosting 

combustion and reducing emissions. 

 

3. Pentanol as fuel in CI engine 

Pentanol is also a saturated higher alcohol with 5-carbon atoms 

having a higher CN, a higher energy density, a more stable pen-

tanol-diesel blend, and a less moisture-absorbing tendency than 

other lower alcohols. Pentanol is more similar to diesel fuel in 

comparison to other alcohols in terms of its latent heat of vapor-

isation, viscosity, and density. It can be manufactured using bi-

ological processes such as biosynthesis of glucose using bacteria 

(Escherichia coli) and natural fermentation using engineered mi-

croorganisms [44]. Pentanol is a fantastic sustainable fuel for CI 

engines. 
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Even after long days, pentanol diesel blend fuel exhibits im-

proved blend stability without phase separation [45]. Pentanol 

and diesel have comparable viscosities; however, pentanol/die-

sel mixtures often have a lower density than pure diesel fuel. 

Pentanol/diesel blends could help to achieve better atomization 

and combustion of fuels in CI engines. Pentanol/diesel mixes 

have flashpoints exceeding 37.8°C, making them inflammable 

from a safety perspective. The CFPP (cold filter plugging point) 

behaviour of pentanol/diesel blends are below the limit as per 

EN 116 standards [46]. 

3.1  Combustion, performance and emission  

behaviour of pentanol 

An exhaustive research review on the effects of blending penta-

nol along with diesel in various kinds of CI engines is shown in 

Table 3. 

 Table 2. An overview of studies of blended butanol/diesel fuels in various types of compression ignition engines. 

Ref. Engine Fuels used 
Test condi-

tions/ 
variables 

Blend designa-
tion 

Performance 
BSFC     BTE 

NOx Soot HC CO 

[49] 4-cylinders, 
16-valve 

Diesel + 
n-butanol 

2000 rpm, 
4000 rpm 

20% NB 
 

30% NB 
 

40% NB 

↑              ↑ 
 

↑              ↑ 
 

↑              ↑ 

↑ 
 

↑ 
 

↑ 

 ↓ 
 

↓ 
 

↑ 

↑ 
 

↑ 
 

↑ 

[50] 4-stroke,  
1-cylinder 

Diesel + bu-
tanol iso-

mers 

3000 rpm 10% NB ↑             ↑     

[51] 4-stroke,  
1-cylinder 

Diesel + bu-
tanol iso-

mers 

2000 rpm 8%, 16%, 24% 
NB 

 ↓ ↓   

[52] 4-stroke,  
4-cylinder, 

4-valve, VGT 

Diesel + bu-
tanol iso-

mers 

1400 rpm 50% NB 
 

50% IB 
 

50% SB 
 

50% TB 

↑ 
 

↑ 
 

↑ 
 
↑ 

↑ 
 
↑ 

 
↑ 

 
↑ 

↓ 
 

↓ 
 

↓ 
 

↓ 

↑ 
 

↑↑ 
 

↑↑ 
 

↑↑ 

↑ 
 

↑ 
 

↑↑ 
 

↑ 

[53] 4-stroke,  
4-cylinder, 

DI 

Diesel + 
methanol + 
n-butanol 

2000 rpm 10%, 15% NB  ↓ ↓ ↓ ↓ 

 
[54] 

4-cylinder, 
DI 

Diesel + 
ethanol + 
n-butanol 

1600 rpm 5 %, 10 %, 13 %, 
and 18 %NB 

↑               ↑ ↓ LL 
↑ HL 

↓  ↓ 

[55] 4-cylinders,  
16 valves 

Diesel + 
n-butanol +  

PODEn 

Injection stra-
tegy 

1600 rpm 

20% NB 
20% PODEn 

 ↑ ↓  ↓ 

[56] 4-stroke,  
2-cylinder, 

CRDI engine 

Diesel + 
butanol + 

DEE 

1600 rpm 85% diesel 
15% NB 

doped with 
0.3% DEE 

↓               ↑ ↓   ↓ 

[57] 4-stroke,  
4-cylinder 

Diesel + 
butanol 

1800 rpm 80% diesel, 
20% NB 

 

 ↓  ↑ ↑ 

[58] 4-stroke,  
1-cylinder, 
diesel en-

gine 

Diesel, 
mango 
seed, 

butanol 

1500 rpm 75% diesel 
20% MS 

 
0%, 5%, 10%, 

and 15% buta-
nol 

↓               ↑ ↓  ↓ ↓ 

[59] 4-stroke,  
1-cylinder 

Diesel +ABE 1200 rpm 80 % diesel, 
20 %ABE 

 ↓ ↑ ↑ ↑ 

[60] 4-stroke,  
1-cylinder, 

DI, diesel en-
gine 

Diesel + 
alcohol + 

Al2O3 nano-
particles 

1200 rpm 84% diesel, 
16%  n-butanol 

doped with 
Al2O3 nanopar-

ticles 

 ↑ ↑ LL 
 

↓ HL 

↓ ↓ 

Note: ↑↑ means increased substantially by,    / ‒ not changed significantly by,    ↓ ‒ decreased by,    ↑ ‒ increased by, NB ‒ n-butanol, TB ‒ tert-

butanol, IB ‒ isobutanol, DEE ‒ diethyl ether, MS – mango seed, SB ‒ sec-butanol, ABE ‒ acetone–butanol–ethanol, VGT ‒ variable geometry 

turbocharger, LL ‒ low-load, HL ‒ high-load. 
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3.2.  Summary 

According to the above literature review, adding pentanol to die-

sel has different effects on CI engine performance and emis-

sions: 

1. Pentanol-diesel blended up to 45% v/v can be used in CI 

engines without any modification or damage. 

2. Pentanol-diesel blended up to 45% v/v can be used in CI 

engines without any modification or damage. 

3. Several researchers conducted chemical modelling studies 

and kinetic tests to examine the principles of n-pentanol to 

employ pentanol as a next-generation biofuel. Data on oxi-

dation, laminar flame velocity, reactivity flame instability, 

ignition delay time, species, and concentration are all in-

cluded in the combustion modelling. 

4. As the content of pentanol increases, the ID period increases 

due to the low CN of the pentanol/diesel blend fuel. Unlike 

diesel, higher peak cylinder pressures and higher premix 

HRRs are reported for pentanol-diesel blends.  

5. Because of their lower viscosity and high oxygen concen-

tration, pentanol/diesel blends enhance the performance of 

atomization and combustion compared to diesel. Generally, 

it offers much better thermal efficiency than other alcohols. 

However, the pentanol/diesel mixture slightly increases the 

engine's BSFC, so more fuel is required for the same per-

formance. 

The increased combustion temperature and oxygen content in-

crease the NOx emissions at very high loads while using penta-

nol/diesel blends as fuel. Pentanol/diesel blends have a lower 

cetane number due to the higher LHV of pentanol. Due to their 

increasing oxidizing properties, soot emissions decrease with in-

creasing the pentanol content in diesel/pentanol blends. In CI 

engines, pentanol typically exhibits superior combustion, per-

formance and emissions characteristics. Pentanol and its addi-

tives, like cetane number modifiers and nanoparticles, can sim-

ultaneously improve efficiency and reduce emissions in ad-

vanced combustion. Using pentanol in engines minimizes fossil 

fuel needs and reduces environmental pollution. 

First-generation biofuels are derived from edible crops such 

as corn and sugarcane. Second-generation biofuels use non-edi-

ble sources, including plant materials like wood, agricultural 

residues, and municipal solid waste. Third-generation biofuels 

primarily come from algae and can also utilize carbon dioxide 

(CO2) as a feedstock [47]. Oxygenated fuels and paraffinic fuels 

each have unique benefits and drawbacks. Oxygenated fuels are 

effective in lowering emissions and making use of renewable 

resources, although they struggle with lower energy density and 

compatibility issues. On the other hand, paraffinic fuels offer 

Table 3. An overview of studies on using blended pentanol/diesel fuels in various types of compression ignition engines (for legend see Table 2). 

Ref. Engine 
Fuels 
used 

Test conditions/ 
variables 

Blend 
designation 

Performance 
BSFC          BTE 

NOx Soot HC CO 

[61] 1-cylinder Diesel + 
n-pentanol 

1500 rpm,  ↑                   ↓ ↓ LL 
↑ HL 

 ↑ ↑ 

[62] 4-cylinder Diesel + 
pentanol 

 Diesel/n-pen-
tanol blends 

  ↑  ↑ 

[63] 4-stroke, 
1-cylinder, DI 

Diesel + 
pentanol 

1500 rpm Diesel/n-pen-
tanol blends 

↑                  ↓   ↑ ↑ 

[64] 4-stroke, 
1-cylinder, DI 

Diesel + 
pentanol 

3000 rpm 10% NP ↑                  ↓     

[65] 1-cylinder 
diesel engine 

1-penta-
nol/diesel 

blend 

2000 rpm  
10%, 20%, 
and 30% 

↑                ↓ ↓ ↓ ↑ ↑ 

[66] 4-stroke en-
gine 

Diesel-Ja-
tropha-

pentanol 

1500 rpm J20 
D65 
P15 

                ↓ ↑ ↓ ↓ ↑ 

[67] 
 

4-stroke, 
4-cylinder, 

diesel engine 

waste 
oil-derived 
biodiesel, 

diesel, and 
pentanol 

1800 rpm 
indirect-injection 

79.09% die-
sel, 

and 12.58% 
1- 

pentanol 
8.33% WOB 

↑                 ↓ ↓  ↓ ↓ 

[68] 4-stroke, 
1-cylinder, 

diesel engine 

Diesel–ma-
hua methyl 
ester–pen-

tanol 

20 MPa to 
50  MPa 

2000 rpm 

70% diesel 
10% penta-

nol, and 20% 
MME biodie-

sel 

↓                ↑ 
 
 
 

 

 ↓ ↓ ↓ 

[69] 4 stroke, 
1-cylinder 

Diesel + 
biodiesel + 
pentanol 

 BD70 
P30 

 ↑  ↓ ↓ 

[66] 4-stroke  
1-cylinder 

diesel engine 

Diesel, 
Jatropha, 
biodiesel, 

and penta-
nol 

1500 rpm 10%, 15% 
pentanol 

↑ ↑ ↓ ↓ ↑ 

Note: WOB ‒ waste oil-derived biodiesel, MME ‒ mahua methyl ester, BD ‒ diesel +biodiesel, P ‒ pentanol.  
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high energy density and clean combustion, but they are more 

expensive to produce and less widely available. The decision to 

use one type of fuel over the other depends on the specific ap-

plication, existing infrastructure, and environmental objectives. 

4. Conclusions 

Butanol and pentanol are second/third-generation biofuels made 

from lignocellulosic biomass in environmentally friendly ways 

that do not rely heavily on food crops. They are similar to tradi-

tional biofuels in that they can address environmental degrada-

tion and energy insecurity. The following findings have been 

derived from this thorough study of the applications of higher 

alcohols in CI engines: 

 Compared to diesel, higher alcohol/diesel blends have 

higher premixed heat release rates and peak cylinder pres-

sures. Brake thermal efficiency of engines is improved by 

applying higher alcohols such as butanol due to low cetane 

number. It also enhances the quality of fuel atomization as 

the mixture becomes less viscous and denser.  

 The oxygenated nature of higher alcohols typically results 

in a reduction in particulate emissions. The use of pentanol 

in diesel engines reduces brake thermal efficiency.  

 Increasing the amount of butanol in the butanol/diesel 

blend generally decreases NOx emissions. However, at 

high loads, for pentanol-containing alcohol NOx, emis-

sions rise linearly with their content. Generally, higher al-

cohol levels lead to a rise in CO and HC emissions. For 

engines running on higher alcohol levels, EGR is the most 

common technique to reduce NOx emissions, followed by 

delayed injection. 

 Diesel/higher alcohols blended fuel that contains PODEn, 

or CN modifiers, increases the CN, shortens the ID, and 

reduces soot particles and CO emissions. Nanoparticles en-

hance the combustion chamber's superior mixing capabil-

ity with fine atomization; due to this, their use improves 

engine brake thermal efficiency and reduces brake-specific 

fuel consumption. It has been discovered that the applica-

tion of higher alcohols as well as nanoparticles can im-

prove engine performance and lower its emissions. 

The impact of butanol and pentanol blended with diesel is 

more significant on CI engine performance and emissions and 

requires further investigation at high altitudes and under time-

dependent (transient) conditions such as changes in load, accel-

eration, and transient or rotary drive cycles. Furthermore, the 

study is necessary to apply higher alcohol levels in compression 

ignition engines, optimize combustion characteristics, and spec-

ify optimum blend fuel ratios for the stability and long-term du-

rability of the engines. 
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1. Introduction 

Heat sinks, as per classical thermodynamics, are devices de-

signed to dissipate heat without experiencing a temperature in-

crease. Unfortunately, it's not feasible to construct such systems. 

In industrial and commercial settings, heat sinks function based 

on a common principle of thermal contact, they absorb excess 

heat generated during the operation of various systems. A sig-

nificant decrease in the overall size of the component can be no-

ticed in the industry of electronics because of the research and  
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Abstract 

The ongoing trend of miniaturization of electronic devices, including computer processors, high-speed servers and micro-electro-
mechanical system devices, should go hand in hand with their improved performance. However, managing heat remains a major 
challenge for these devices. In the present study, a numerical investigation was done on a micro-channel heat sink with an open-
stepped micro-pin fin heat sink with various arrangements through ANSYS software. Pin fin was varied in a fashion of increasing 
and decreasing. The working fluid opted for was water in a single phase. The analysis takes into account varying thermo-physical 
properties of water. The operating parameters, i.e. the Reynolds number was taken as 100–350 and heat flux as 500 kW/m2. 
Arrangements selected were staggered and inline. Observations revealed that the staggered 2 arrangement has shown better thermal 
performance than other arrangements within the entire investigated range of Reynolds numbers because of the effective mixing of 
fluids. Furthermore, the inline configuration of micro pin fin heat sink has the worst performance. It is interesting to note that a 
very small difference was observed in the heat transfer capability of both staggered configurations, while the pressure drop in the 
staggered 2 arrangement has shown an elevated value at a higher Reynold number value compared to the staggered 1 arrangement.  
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Nomenclature 

Abw – surface area of the bottom wall, mm2 

Acw – surface area of solid / liquid contact, mm2 

Dh – hydraulic diameter, mm  

h  – heat transfer coefficient, W/K 

Hb – height of bottom substrate, mm 

Hc – height of channel, mm 

Hf – height of pin fin, mm 

kl – thermal conductivity of liquid, W/(mK) 

ks  – thermal conductivity of the substrate, W/(mK) 

L – length, mm 

Lf – length of individual pin fin, mm 

Nu̅̅ ̅̅  – average Nusselt number 

∆P – pressure drop, Pa 

q – heat flux applied, W/m2 

qeff – heat flux effective, W/m2 

Re  – Reynolds number 

uin – fluid inlet velocity, m/s 

Tavg,cw – average temperature of the solid-liquid interface, K 

Tbulk,l  – bulk temperature of the liquid, K 

W – width, mm 

 

Wf – width of individual pin fin, mm 

Wsw – width of side wall, mm  

 

Greek symbols 

 – dynamic viscosity, Pas  

ρ – density, kg/m3  

 

Subscripts and Superscripts 

bw – bottom wall 

cw – constant wall 

f – footprint 

h.fx – flux 

in – inlet 

l – liquid 

 

Abbreviations and Acronyms 

CFD – computational fluid dynamics  

FEM – finite element method 

HTC – heat transfer coefficient  

OSMPFHS – open stepped micro pin fin heat sink  

M.C.H.S. – micro channel heat sink 

P.V.T. – photovoltaic trough 

 

development taking place in the field of transistors since 1948. 

The removal of heat from the electronic devices is an ongoing 

concern having connections with the current flow via any elec-

trical component, leading to a notable surge in heat generation 

per unit volume in these devices. Shortly, it is highly likely to 

reach a power density of nearly 1000 W/cm² [1]. Excessive heat 

can reduce overall efficiency and possibly cause irreversible 

damage to equipment if heat dissipation is not carefully con-

trolled. As stated by the author [2], inadequate thermal manage-

ment accounts for over 50% of failures in electronic VLSI cir-

cuits. Therefore, it is imperative to develop an effective and 

long-lasting cooling system to address this issue. Traditional 

cooling methods that utilize natural or forced air with fans and 

fins are inadequate for dissipating heat in such devices, as they 

are incapable of handling the significant heat generated [3]. 

Therefore, there is a need for innovative solutions to efficiently 

disperse a substantial quantity of heat from the zones which are 

very much confined. Additionally, these traditional systems are 

often bulky, noisy and unstable.  

Air has a limited thermal conductivity when compared to liq-

uids, resulting in poor heat dissipation. According to the study, 

liquid cooling achieves around 4–10 times higher heat flux than 

air cooling.  

Microchannels have garnered a lot of attention in the scien-

tific community among the various innovative technologies for 

dispersing heat, e.g., cooling by jet impingement, heat pipe in 

size of microns, Carbon nanotubes, cooling by spraying, and mi-

crochannels [4–5]. This is because it has a high surface-to-vol-

ume ratio [6] and is simple to use. For example, in [7] the authors 

started using this microchannel for heat dispersion, emphasizing 

its use in electronic cooling. Since then, a lot of work has gone 

into improving the architecture of the device as well as its per-

formance based on heat dissipation to improve its utility. 

2. Literature review and objective 

 

The literature outlines various strategies to enhance heat transfer 

through micro-channels, which can be categorized as active and 

passive methods. Active approaches involve integrating micro-

channels with additional techniques like vibration and electro-

static forces to boost heat transfer [8]. On the other hand, passive 

methods focus on altering the fundamental properties of micro-

channel heat sinks, applying techniques such as altering the mi-

crochannel structure [9,10], using different working fluids 

[11,12] such as nanofluids, and so on, and adjusting the coolant 

operating conditions [13]. Pin fin variations for microchannel 

heat sinks have been included in the design, like a higher area of 

convection, fluid mixing with an improved strategy, secondary 

flow, and disturbances of laminar flow, which are all benefits of 

micro pin-fin topologies [14,15].  

To enhance the microchannel pin fin heat sink (MPFHS) per-

formance, several studies with experimental details with varying 

fin height [16], tip clearance [17,18], pin fin forms, sizes, align-

ments and densities have been reported in the past few years 

[19,20]. It was found that the performance of thermal character-

istics was improved whereas the pressure was minimized in the 

microchannel heat sink. Figure 1 illustrates the sequential utili-

zation of pin fins to enhance the effectiveness of open micro-

channel configurations. Bhandari and Prajapati first studied the 

influence of stepped pin fin in open micro pin fin heat sinks [21]. 

They stated that out of all the variants they looked at, the pin fin 

with rising height performed better. Increased fluid mixing, 

which is also seen in the 1 mm channel height [22], is the cause 

of this behaviour. Variable tip clearance enhances the three-di-

mensionality of fluid flow, which aids in thermal augmentation. 

Variable tip clearance along channel length and width was added 
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to the work [23]. According to them, bidirectional steepness out-

performed unidirectional steepness in terms of thermal perfor-

mance factor value. The group has performed various numerical 

studies on open-stepped micro pin fin heat sinks. Some focused 

on the effect of pin fin arrangement [24], fluid flow and thermal 

transfer argumentation [25,26], and thermo-hydraulic perfor-

mance of open-stepped micro pin fin heat sinks [27,28]. 

The design modifications in microchannel heat sinks are also 

motivated by other sectors like solar, space, automobile indus-

tries, etc. These sectors face challenges in heat transfer and heat 

absorption from diverse sources. Many researchers worked on 

specific designs and developed highly efficient and effective air 

heaters for their applications [29–33]. Modified designs utilized 

solar energy more during the day for diverse applications. The 

same literature presented the importance of rough shapes and 

perforation. It demonstrated the positive effects of roughness 

shapes and perforation utilized over absorber plates [29,30] and 

conical inserts installed inside circular heat pipes [31]. Some fo-

cused only on fins/inserts for heat transfer and absorption en-

hancement [32,33]. The working of solar air heaters is quite sim-

ilar to heat sinks, so researchers can be inspired by it [34,36]. 

Some researchers have been encouraged by mini channels 

[37,38], microchannels [39,40], spiral tube concentric exchang-

ers [41–43], exchangers using perforated and diverse shapes of 

inserts [44–46], and exchangers utilizing semi-hollow cylindri-

cal-macro inserts [47]. In this study, we conduct simulations to 

assess how various arrangements impact the thermal and hy-

draulic performance of a heat sink with microchannels. We con-

sider increasing and decreasing arrays of pin fins in a stepped 

configuration.  

3. Novelty and objective 

In previous works, researchers have performed analysis on pin 

fin heat sink having pin fin height variation throughout its 

length. The pattern is either in increasing style or decreasing 

style. However, in our works, we have considered increasing 

and decreasing arrays of pin fins in a stepped configuration. Fur-

ther, the same configurations of pin fins were repeated through-

out the length of the heat sink. Another novelty of the present 

geometry lies in a change in pin fin orientation (inline and stag-

gered) along the channel width. The objective of these design 

alterations is to maximize the heat transfer rate in the heat sink 

at a minimum pressure drop penalty. In the later part, detailed 

dimensions of the heat sink model used in this study have been 

explained. The choice of the stepped configuration was made 

because it has demonstrated superior performance compared to 

uniform arrangements. This improvement is attributed to en-

hanced mixing of fluids, enhanced stability of 3-D fluid and dis-

traction of thermal and hydraulic boundary layers. Based on 

these factors, a numerical study was conducted to compare three 

different arrangements containing the same fluid of single phase 

flowing in open microchannel pin fin heat sinks. 

4. Geometry and numerical modeling 

Figure 1 displays an isometric diagram of the micro pin fin heat 

sink (MPFHS). In Fig. 2(a), we can observe that the pin fins are 

shorter compared to the channel height. The study numerically 

analyzed the heat sink's three-dimensional geometry for various 

substrate materials. The overall dimensions of the computational 

domain are 22.50 × 12.50 × 2.00 mm (length × width × height). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The heat sink consists of rows of pin fins with varying 

heights, with a total of 21 rows, each containing 10 fins. This 

results in a total of 210 pin fins of the same size, each with 

a footprint area of 0.5 × 0.5 mm², arranged at a pitch distance of 

1.0 mm. 

Two 0.5 mm thick and 1 mm high side walls are located on 

those sides of the heat sink which are opposite to each other to 

promote fluid passage between them. The intake and outflow 

plenums are 1 mm long to guarantee a smooth and controlled 

flow of the fluid, which in this case is water. Detailed dimen-

sional information of the current study is given in Table 1. 

For the current investigation, an open microchannel heat sink 

(MCHS) with a stepped design, specifically with increasing and 

 

Fig. 2. (a) Side view of increasing and decreasing stepped micro pin fin 
heat sink.; (b) Top view of different cases considered (i) inline arrange-

ment, (ii) staggered 1 arrangement, (iii) staggered 2 arrangement. 

 

Fig. 1. Isometric view of micro pin fin heat sink. 
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decreasing heights for the fins, as shown in Fig. 3(a), is used. 

The pin fin height variations in a unit array along the length in 

the heat sink are as follows: 0.675 mm, 0.725 mm, 0.775 mm, 

0.825 mm, 0.775 mm, 0.725 mm, 0.675 mm. The various inves-

tigated configurations are illustrated in Fig. 2(b). Two different 

staggered configurations have been opted, one having alteration 

in consecutive fin rows in one direction while the other having 

fin alteration in both directions.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5. Governing equations 

To address the current problem with water as a single-phase 

working medium, the conjugate technique was employed. To 

streamline the analysis, certain simplifying assumptions were 

made, listed as follows: 

a) fluid follows the law of Newtonian fluid and it is incom-

pressible, 

b) flow is assumed to be laminar at every region of analysis, 

c) no slip condition was applied at the boundary, 

d) the effect of thermal changes due to radiation was ignored, 

e) surfaces are adiabatic except for the wall at the bottom. 

The governing equations can be written as  

 ∇ ⋅ (𝜌𝑙�⃗� ) = 0, (1) 

 ∇ ⋅ (𝜌𝑙�⃗� �⃗� ) = −∇𝑝 + ∇ ⋅ 𝜇𝑙[(∇�⃗� + ∇�⃗� 𝑡) − 2/3𝐼∇ ⋅ �⃗� ] + 𝜌𝑙𝑔 ,  

(2) 

 ∇ ⋅ (𝜌𝑙𝑐𝑝,𝑙�⃗� 𝑇) = ∇ ⋅ (𝑘𝑙∇𝑇). (3) 

Here, �⃗�  is the velocity, t is used as a subscript representing 

the transpose of the matrix, while the numeric l resembles the 

liquid, I is the unit matrix. In the case of solid substrate, the en-

ergy equation becomes: 

 𝑘𝑆∇
2𝑇 = 0. (4) 

To simulate the current problem, ANSYS 18.0 was imple-

mented with the scheme of SIMPLE being used with the criteria 

for convergence fixed to 10-4 in the case of the continuity equa-

tion, 10-6 for the momentum equation and 10-7 for the energy 

equation.  

 

To predict the results, we utilized polynomial functions of 

temperature to represent the thermal and physical properties, as 

referenced by Bhandari and Prajapati [16]. These relationships 

are applicable within the temperature range of 5–95°C, which 

aligns with our assumed working conditions. Fluent considered 

these relationships while defining the characteristics of coolant. 

In this study, we calculated the Reynolds number: 

 𝑅𝑒 =
𝜌𝑙𝑢𝑖𝑛𝐷ℎ

𝜇𝑙
, (5) 

where 𝑢𝑖𝑛 is the uniform velocity at the inlet plenums. The hy-

draulic diameter (Dh) is 0.5 mm, and this value remains con-

sistent for all three configurations. We determined the heat 

transfer coefficients using Eq. (6): 

 ℎ =
𝑞𝑒𝑓𝑓

(𝑇𝑎𝑣𝑔, c𝑤−𝑇𝑏𝑢𝑙𝑘,𝑙)
. (6) 

The average Nusselt number is calculated as: 

 𝑁𝑢 =
ℎ𝐷ℎ

𝑘𝑙
=

𝑞𝑒𝑓𝑓𝐷ℎ

(𝑇𝑎𝑣𝑔, c𝑤−𝑇𝑏𝑢𝑙𝑘,𝑙)𝑘𝑙
, (7) 

where Tbulk,l represents the bulk fluid temperature and Tavg,cw de-

picts the average temperature of the solid-liquid interface.  

We calculate the area-weighted average temperature as 

"Tavg,cw" and estimate the volume-averaged temperature for the 

fluid domain "Tbulk,l". The heat flux (effective), denoted as "qeff", 

is calculated with the help of Eq. (8) as follows: 

 𝑞𝑒𝑓𝑓 = 𝑞𝐴𝑏𝑤/𝐴𝑐𝑤. (8) 

The heat sink's bottom wall surface area is denoted as Abw 

and the surface area where the solid contacts the liquid is Acw. It 

is important to note that the bottom wall surface area remains 

constant at 281.25 mm² for all configurations. Moreover, the 

convective surface area is also the same for all cases, i.e.  

614.25 mm2. 

6. Validation  

To validate the present work, the work of Mei et al. [48] was 

replicated. Mei et al. [48] considered the tip clearance of 0.5 mm 

and 1.00 mm in their studies. A comparison of the average 

Nusselt number obtained from the present work and that of Mei 

et al. work [48] is shown in Fig. 3. It is observed that the results 

remain in good agreement with the present model. The deviation 

between the studies may be due to several fins considered and 

shape variation. 

7. Results and Discussion 

To understand how pin fin arrangements affect the thermal and 

hydraulic characteristics, we selected three different configura-

tions. Specifically, we simulated the increasing and decreasing 

stepped configurations for both inline and staggered arrange-

ments, all at a heat flux of 500 kW/m². The variations in heat 

transfer coefficients for these different arrangements are illus-

trated in Fig. 4. 

 

 

Table 1. The heat sink’s dimensional parameters.  

No. Parameters Range of value 

1 Heat sink length (L) 22.50 mm 

2 Heat sink width (W) 12.50 mm 

3 Heat sink pin fin height (Hf) 0.6–0.9 mm 

4 Width of side wall (Wsw) 0.5 mm 

5 Heat sink total height (H = Hc+Hb) 2 mm 

6 Thickness of bottom wall (Hb) 1 mm 

7 Dimension of fin footprint (Lf×Wf) 0.5 × 0.5 mm 

8 
Gap between the fins (longitudinal 

and transverse) 
0.50 mm 

9 Total number of fins 210 
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It is observed that increasing the Reynolds number results in 

higher heat transfer coefficients. It is obvious since at higher Re, 

fluid flow rate increases subsequently; more heat is carried out 

by the coolant. Furthermore, it is reported that the staggered lay-

out has higher heat transfer coefficients than the inline layout. It 

is interesting to note that with an increase in Re value, the heat 

transfer coefficient slope decreases, and at a higher Re value, it 

is almost flat.  

A similar trend was also observed for the average Nusselt 

number as revealed in Fig. 5. It is observed that orientation 

changes from inline to staggered one showed a substantial in-

crease in average Nu. Moreover, with further modification in the 

staggered arrangement, the average Nusselt number increases 

due to augmented flow mixing. 

The variation of 𝑇𝑏𝑤
̅̅ ̅̅ ̅ for different configurations is depicted 

in Fig. 6. 𝑇𝑏𝑤
̅̅ ̅̅ ̅ was calculated as the area-weighted average tem-

perature at the bottom wall of the heat sink where heat flux has  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
been applied. It is noticed that significant augmentation is 

achieved when the arrangement changes from inline to stag-

gered. The minimum bottom wall temperature is observed for 

the staggered 2 configuration due to the higher value of the av-

erage Nusselt number. It is interesting to note that increasing Re 

resulted in high coolant velocity and mass flow rate causing 

more heat transfer from the heat sink. A smaller value of 𝑇𝑏𝑤
̅̅ ̅̅ ̅ 

implies higher heat dissipation at any operating condition. 

Pressure difference occurs at the outlet and the inlet was ex-

amined to acquire the actual pressure drop which has been illus-

trated in Fig. 7. Figure 7 depicts a variation of pressure drop with 

change in Re for all the arrangements that are made in the cur-

rent study. Among all the configurations, the maximum pressure 

drop was obtained for the staggered 2nd case while the lowest 

pressure drop was obtained in the inline case. The obstruction 

that occurs in the flow of fluid at the staggered 2nd case could 

 

 

Fig. 3. Variation of average Nusselt number with fin Reynold num-

ber for different configurations.  

 

Fig. 4. Variation of heat transfer coefficients with Re for different 

configurations at heat flux of 500 kW/m2. 

 

Fig.  5. Variation of Nu̅̅ ̅̅  with Re for different configurations 

at heat flux of 500 kW/m2. 
 

 

Fig. 6. Variation of Tbw
̅̅ ̅̅ ̅ with Re for different configurations  

at heat flux of 500 kW/m2. 
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be the reason behind this phenomenon. Furthermore, it is ob-

served that with an increase in Re, pressure drop increases in all 

the configurations of the heat sink.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This is due to an increase in fluid velocity at higher Re which 

causes extensive flow resistance so higher pumping power is 

needed. From Fig. 7, it is observed that the pressure drop curve 

is not linear and is much steeper at higher values of Re explicitly 

in stepped staggered heat sinks.  

It can be concluded that at low Re values, the pressure drop 

is low but the heat transfer capability is also low, while at high 

Re values, the heat transfer coefficient does not increase as much 

as the pressure drop. So, it is recommended to use an Increasing-

Decreasing Stepped Micro Pin Fin Heat Sink for mid-range Re 

values.  

8. Conclusions 

In this study, we conducted simulations of a stepped microchan-

nel heat sink having increasing and decreasing fin heights in var-

ious arrangements. We compared these arrangements using sin-

gle-phase water as the working fluid, considering both inline and 

staggered configurations. The staggered arrangements included 

one with alterations in one direction only and another with 

changes in both directions. The working conditions involved 

a heat flux of 500 kW/m² and a Reynolds number range from 

100 to 350. 

Based on our findings, it can be concluded that the staggered 

arrangements, especially the staggered 2 arrangement, can sig-

nificantly enhance the performance of the stepped microchannel 

configuration. This improvement is attributed to the three-di-

mensionality effect and improved fluid mixing. 

At low Reynolds numbers, both the pressure drop and the 

heat transfer capability are minimal. At higher Reynolds num-

bers, the increase in the heat transfer coefficient involves a large 

rise in pressure drop. Therefore, it is advisable to use an Increas-

ing-Decreasing Stepped Micro Pin Fin Heat Sink within a mid-

range of Reynolds numbers. 
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1. Introduction 

The review of non-Newtonian fluids has attracted a lot of inter-

est due to their wide applications in manufacturing and indus-

trial areas, particularly in polymer processing, the food industry 

to optimize sensory aspects, the oil and gas industry, and the 

formulation of beauty products. The Casson fluid, a shear-thin-

ning fluid with lower resistance under high strain rates, is one 

variant of non-Newtonian fluids. Casson [1] was the one who 

first discovered it. Later, it was developed by Heller [2] to an-

ticipate the flow properties of a pigment-oil mixture. Since 

then, the Casson fluid flow has been discussed by several sci-

entists and researchers under various conditions. Ramana et al. 

[3] investigated the influence of the melting processes on Cas-

son liquid. They noted that the large values of melting parame-

ter decrease fluid concentration. The flow of electrically con-

ducting Casson hybrid nanofluid along a vertical moving sur-

face was pioneered by Krishna et al. [4]. Kodi et al. [5] have 

expounded on the heat and mass transfer of Casson fluid over 

the vertical plate. The study specifically accounted for the in-

fluence of heat absorption. Recently, Jaffrullah et al. [6] inves-

tigated the impacts of Joule heating and MHD (magnetohydrody-

namics) on Casson fluid flow.  
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Abstract 

This study examines a steady laminar Casson fluid flow induced by a semi-infinite vertical plate under the impact of the 

Darcy-Forchheimer relation and thermal radiation. The features of mixed convection, cross-diffusion, radiation absorption, 

heat generation, chemical reactions and viscous dissipation are also considered to explain the transport phenomenon. The 

resultant system of equations, concerned with the problem under consideration, is transformed into a group of non-linear 

ordinary differential equations (ODEs) by means of similarity variables. The bvp4c method, an instrument popular for its 

numerical accomplishments, is utilized to solve this problem. The effect of flow parameters on heat transfer, concentration 

and velocity is evaluated via diagrams. To validate our code, we have compared the present outcomes to the prevenient 

literature, and stable consent has been detected. Moreover, the friction coefficient 𝐶𝑓𝑥 , Nusselt number Nu𝑥, and Sherwood 

number Sh𝑥 are also computed to assess velocity gradient, efficiency of heat transfer and mass transfer process, respec-

tively. 
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Nomenclature 

𝐵0 ‒ constant magnetic field, T 

𝐵𝑐  ‒ concentration slip parameter 

𝐵𝑡 ‒ temperature slip parameter 

𝐵𝑢 ‒ velocity slip parameter 

𝑐𝑝 ‒ specific heat at constant pressure, J kg-1K-1 

𝑐𝑠 ‒ species susceptibility, J kg-1K-1 

𝐶 ‒ fluid concentration, kg m-3 

𝐶𝑏 ‒ drag force coefficient 

𝐶𝑓𝑥 ‒ local skin friction coefficient, N m-2 

𝐶𝑤 ‒ wall concentration, kg m-3 

𝐶∞ ‒ ambient concentration, kg m-3 

𝐷𝑚 ‒ mass diffusivity factor, m2s-1 

Du ‒ Dufour number 

Ec ‒ Eckert number  

𝑓 ‒ dimensionless stream function 

𝑓′ ‒ dimensionless velocity  

Fr ‒ Forchheimer number 

𝑔 ‒ gravitational acceleration, m s-2 

Gm ‒ concentration Grashof number 

Gr ‒ temperature Grashof number 

𝐾0 ‒ porous medium permeability, m2 

𝐾1 ‒ porosity parameter 

𝐾𝑐  ‒ chemical reaction constant, s-1 

Kc
′  ‒ chemical reaction parameter 

𝐾𝑇 ‒ thermal diffusion ratio, m2s-1 

𝑘∗ ‒ mean absorption coefficient, m-1 

𝐿0 ‒ velocity slip factor, m 

𝑀 ‒ magnetic parameter 

𝑀0 ‒ thermal slip factor, m 

𝑁0 ‒ concentration slip factor, m 

Nu𝑥‒ Nusselt number 

Pr ‒ Prandtl number  

𝑄0 ‒ constant heat generation/absorption coefficient, W m-3K-1 

𝑄∗ ‒ heat generation/absorption parameter 

𝑞𝑟 ‒ radiation heat flux, W m-2 

𝑞𝑤 ‒ wall heat flux, W m-2 

   𝑅0 ‒ radiation absorption coefficient, W kg-1 

 

𝑅∗ ‒ radiation absorption parameter 

Re𝑥‒ Reynolds number 

𝑆 ‒ suction/blowing parameter 

Sc ‒ Schmidt number 

Sr ‒ Soret number 

Sh𝑥 ‒ Sherwood number 

𝑇  ‒ temperature, K 

𝑇𝑚 ‒ mean temperature, K 

𝑇𝑤 ‒ wall temperature, K 

𝑇∞ ‒ ambient temperature, K 

𝑢, 𝑣 ‒ velocity components, m s-1 

𝑣0 ‒ velocity suction/blowing, m s-1 

𝑈0 ‒ velocity at wall, m s-1 

𝑥, 𝑦 ‒ Cartesian coordinates, m 

 

Greek Symbols 

𝛽𝐶  ‒ solute expansion coefficient, m3 kg-1 

𝛽𝑇 ‒ heat expansion coefficient, K-1 

𝛾 ‒ Casson parameter 

𝜃 ‒ dimensionless temperature 

𝜂 ‒ similarity variable 

𝑘 ‒ thermal conductivity, W m-1K-1 

𝜇 ‒ dynamic viscosity, Pa s 

𝜌 ‒ fluid density, kg m-3 

 ‒ electric conductivity, -1 m-1 

𝜎∗ ‒ Stefan-Boltzmann coefficient, W m-2K-4 

𝜐 ‒ viscosity, m2s-1 

𝜓 ‒ stream function. m2s-1 

𝜙  ‒ dimensionless concentration 

 

Subscripts and Superscripts 

0 – condition at wall  

w – condition at wall  

∞ – ambient condition 

ꞌ – differentiation with respect to η 

 

Abbreviations and Acronyms  

IVP ‒ initial value problem 

MHD ‒ magnetohydrodynamics 

ODE ‒ ordinary differential equation 

2D ‒ two-dimensional

Fluids that exhibit boundary slippiness have numerous ap-

plications in tribology, influencing friction and reducing attri-

tion in various mechanical systems such as engines and bear-

ings. Furthermore, in the range of thermal exchangers, it signif-

icantly improves heat transfer efficiency across several indus-

trial processes. Navier [7] initially came up with the concept of 

boundary slippiness. Later, Krishna and Chamkha [8] investi-

gated the impact of slip on nanofluid flow from a vertical plate 

in the porous medium. Obalalu et al. [9] introduced the impact 

of velocity slip on the Casson nanofluid flow over a permeable 

surface. They noted a drop in velocity subject to large scales of 

slip parameters. 

The theory of hydromagnetic flow has attracted a lot of sa-

pidity in many industrial areas, particularly in the rate of cooling 

of ending materials [10]. The magnetic fields have also shown 

an appreciable interest in navigation systems, induction heating 

systems, MRI (magnetic resonance imaging) machines, and cli-

mate phenomenon management. Chamkha [11] deliberated on 

steady flow along a vertical plate under a magnetic field. Kumar 

et al. [12] have proposed the influence of magnetic fields on free 

convection fluid flow through porous sheets with chemical re-

actions. Lately, Raghunath et al. [13] have discussed MHD flow 

from an unbounded plate with radiation absorption. They re-

ported a reversed effect on velocity subject to the magnetic pa-

rameter. 

The phenomenon of fluid flow in porous media is utilized in 

many branches of engineering and applied sciences, particularly 

filtration, soil mechanics, petroleum engineering and water 

quality. The obtainable articles evidence that a lot of discussion 

has been stated about the problems of porous media that are de-

veloped by utilizing Darcy’s theory. To forecast the effect of in-

ertia, a quadratic term of velocity in the model of Darcian veloc-
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ity is introduced by Forchheimer [14]. Aleem et al. [15] dis-

cussed the effects of chemical reactions and Newtonian heat on 

MHD nanofluids via Darcy medium. Nasir et al. [16] proposed 

a model by using Darcy-Forchheimer and entropy analysis ef-

fects on nanofluid.  

The study of mixed convection flow plays a vital role in ther-

mal engineering, especially in designing heating, cooling and 

ventilation systems for various applications. It is frequently 

found in extremely high-power output devices to dissipate all of 

the heat necessary. Bilal et al. [17] explored that the mixed con-

vection of hybrid nanofluid increased the velocity profile. Sinha 

and Yadav [18] evaluated a numerical simulation of the convec-

tive slip flow over a porous plate. Roy et al. [19] focused on the 

transfer of heat via convection. 

Engineering innovations like fluid gyroscopes and centri-

fuges involve suction and blowing, which is also in geophysics. 

In fact, chemical reactions use suction to eliminate reactor com-

ponents [20]. On the contrary, blowing is applied to connect re-

actor components which chill planes and decrease drag [21]. 

Hussain et al. [22] have nicely explained the MHD flow of Wil-

liamson fluid with suction/blowing.  

Chemical reactions have a major role in industrial processes 

due to their use in maximizing production and minimizing 

waste. Bejawada et al. [23] investigated the impact of radiation 

and chemical reactions on MHD Casson fluid flow over an in-

clined, non-linear surface. Raju et al. [24] analyzed the Soret 

impact on the water-based Jeffrey fluid flow from a semi-infi-

nite vertical plate with chemical reactions and found an inverse 

behaviour of the reaction parameter on the concentration profile. 

Zhao et al. [25] had incurred chemical reactions in the flow of 

nanofluid to improve the concentration profile. 

Thermal radiation is an essential concept in many engineer-

ing applications and significantly impacts the boundary layer 

flow due to its uses in technological and industrial fields such as 

polymer processing, re-entry vehicles, high-speed flights, fur-

nace design and space technologies like aerodynamic rockets, 

propulsion systems, missiles, etc. Therefore, the effect of heat 

radiation cannot be disregarded. The word emission is widely 

used to signify the radiation of heat [26]. Asha and Sunitha [27] 

deliberated on the impact of radiation on peristaltic blood flow. 

In this literature, the approximation method (HAM ‒ homotopy 

analysis method) is applied to explore the numerical solution. 

Later on, Abbas et al. [28] studied the Sakiadis flow with varia-

ble density and radiation impacts. Saravana et al. [29] analyzed 

the impact of radiation on fluid flow.  

The phenomena of heat generation/absorption hold signifi-

cant importance in various engineering and industrial processes, 

such as fertilization, filled-bed reactors, waste stowage materials 

and dissociating liquids. It is an essential characteristic of MHD 

Casson fluid flows. Gambo and Gambo [30] applied the influ-

ence of heat generation/absorption on fluid flow generated by  

a vertical annulus. This investigation took into account the ex-

istence of a magnetic field. Rao et al. [31] dealt with the effect 

of radiation absorption and heat sink/source on MHD free con-

vective Casson fluid flow. They observed that the radiation ab-

sorption parameter adversely affects the Nusselt number. There-

after, the idea of heat generation/absorption over ternary 

nanofluid flow was explored by Manjunatha et al. [32]. MHD 

heat transfer of Casson fluid over a moving wedge in the pres-

ence of internal heat generation/absorption impact is explored 

by Amar et al. [33]. 

The exploration of viscous dissipation and Joule heating has 

captured interest in their contribution to fluid flow and temper-

ature distribution owing to their broad utility in many industrial 

and engineering applications [34]. These are the most significant 

thermal properties of fluid flow. Viscous dissipation is the mod-

ification of kinetic energy into heating energy under friction. 

Brinkman [35] initially came up with the concept of viscous dis-

sipation. He also took into account the transportation of heat by 

convection. Later, Swain et al. [36] discussed the MHD flow of 

non-Newtonian fluid through a stretching sheet in the presence 

of viscous dissipation. They noted that the large values of the 

viscous parameter helped to raise the temperature. Das [37] ob-

served the impacts of Joule heating and viscous dissipation on 

the Casson fluid's MHD convective slip flow over the inclined 

plate with thermal radiation. Sadia et al. [38] numerically ana-

lyzed the impact of Joule heating on the flow of Jeffrey fluid. 

Thermo-diffusion, also known as thermophoresis or the So-

ret impact [39], is a phenomenon where particles migrate in  

a fluid through the interaction between the temperature and con-

centration gradients. It has applications in various fields such as 

heat transfer, particle separation and colloidal science. The dif-

fusion-thermo or the Dufour effect [40] is the mutual phenome-

non of thermo-diffusion. The presence of the Dufour effect is 

crucial in binary gas mixtures. A theoretical discussion of heat 

transfer on absorption kinetics with thermo-diffusion impact is 

explored by Krenn et al. [41]. The flow behaviour of hybrid 

nanofluid between two parallel plates was studied by Revathi  

et al. [42], with a specific focus on the impact of cross-diffusion. 

An increase in temperature is observed with an increasing 

Dufour number in this literature. Lately, Ullah et al. [43] con-

ducted a study to explore the effect of cross-diffusion on Jeffery-

Hamel flow in a stretching channel with Joule heating. 

In sight of the extant literature, which primarily focuses on 

the discussions of steady flow of Casson fluid under different 

features [44‒46], there is a notable gap in research regarding the 

examination of the combined impact of chemical reaction, radi-

ation absorption, slip and heat source/sink on flow and heat 

transfer over a semi-infinite vertical plate in Darcy porous me-

dium. This is the novelty of the present study. Inspired by this 

identified research gap, our goal is to yield a more elaborate un-

derstanding of the complex interplay between flow patterns and 

heat transfer conductors by incorporating these complex factors. 

The insights gained from this comprehensive analysis hold sig-

nificance in various industrial processes like filtration, the food 

industry, climate phenomenon management, furnace design, and 

so forth. It can also aid our understanding of heat transfer in re-

newable energy systems. 

2. Mathematical formulation  
 

In order to construct our problem, we have made the following 

assumptions: 
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 The electrically conducting, non-compressible Casson 

fluid over a semi-infinite vertical plate in a Darcy porous 

medium is deemed. 

 The plate is deemed to be along the vertical axis, i.e. the 

𝑥-axis. 

 The flow is regarded as steady, 2D, radiative, laminar, 

and mixed convective. 

 𝑇𝑤 and 𝐶𝑤 are the temperature and concentration at the 

plate, respectively. 

 𝐵0 is the constant magnetic field employed at a right an-

gle to the flow axis. 

 In order to disregard the Hall impact and the propelled 

magnetic field, the magnetic Reynolds number is as-

sumed to be low [47,48]. 

 𝑇∞ and 𝐶∞ are the ambient temperature and mass, respec-

tively. 

The flow problem sketch is displayed in Fig. 1. 

The rheological formula [3] for the Casson fluid model is: 

 𝜏𝑖𝑗 = {
2 (𝜇𝑏 +

𝑝𝑦

√2𝜋
) 𝑒𝑖𝑗 ,       𝜋 > 𝜋𝑐 ,

2 (𝜇𝑏 +
𝑝𝑦

√2𝜋𝑐
) 𝑒𝑖𝑗 ,     𝜋 < 𝜋𝑐 ,

 (1) 

where: 𝜏𝑖𝑗 ‒ (𝑖, 𝑗)𝑡ℎ component of the stress tensor, 𝜇𝑏 ‒ plastic 

dynamic viscosity of the fluid, 𝑝𝑦  ‒ yield stress of the fluid, 𝑒𝑖𝑗  ‒ 

(𝑖, 𝑗)𝑡ℎ component of the deformation rate, 𝜋 = 𝑒𝑖𝑗𝑒𝑖𝑗   product 

of the component of deformation rate with itself, 𝜋𝑐 ‒ critical 

value of this product based on the non-Newtonian model. 

To the impression as mentioned above, the modelling equa-

tions are described as follows [13,44,46]: 

 
𝜕𝑢

𝜕𝑥
+

𝜕𝑣

𝜕𝑦
= 0, (2) 

𝑢
𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦
=

𝜇

𝜌
(1 +

1

𝛾
)
𝜕2𝑢

𝜕𝑦2
−

𝜎𝐵0
2

𝜌
𝑢 −

𝜇

𝜌𝐾0
𝑢 +  

 + 𝑔[𝛽𝑇(𝑇 − 𝑇∞) + 𝛽𝐶(𝐶 − 𝐶∞)] −
𝐶𝑏

√𝐾0
𝑢2, (3) 

𝜌𝑐𝑝 (𝑢
𝜕𝑇

𝜕𝑥
+ 𝑣

𝜕𝑇

𝜕𝑦
) = 𝑘

𝜕2𝑇

𝜕𝑦2
+ 𝜇 (1 +

1

𝛾
) (

𝜕𝑢

𝜕𝑦
)
2

−
𝜕𝑞𝑟

𝜕𝑦
+   

 +𝜎𝐵0
2𝑢2 + 𝑄0(𝑇 − 𝑇∞) + 𝑅0(𝐶 − 𝐶∞) +

𝜌𝐷𝑚𝐾𝑇

𝑐𝑠

𝜕2𝐶

𝜕𝑦2
, (4) 

 𝑢
𝜕𝐶

𝜕𝑥
+ 𝑣

𝜕𝐶

𝜕𝑦
= 𝐷𝑚

𝜕2𝐶

𝜕𝑦2
+

𝐷𝑚𝐾𝑇

𝑇𝑚

𝜕2𝑇

𝜕𝑦2
−𝐾𝑐(𝐶 − 𝐶∞). (5) 

The associate boundary conditions: 

 

{
 
 

 
 𝑢 = 𝑈0 + 𝐿0 (1 +

1

𝛾
)
𝜕𝑢

𝜕𝑦
,   𝑣 = −𝑣0(𝑥),                 

𝑇 = 𝑇𝑤 +𝑀0
𝜕𝑇

𝜕𝑦
,   𝐶 = 𝐶𝑤 +𝑁0

𝜕𝐶

𝜕𝑦
   at     𝑦 = 0;

𝑢 → 0,   𝑇 → 𝑇∞,    𝐶 → 𝐶∞                  as   𝑦 → ∞.

 (6) 

Here, 𝑢 and 𝑣 are the fluid speeds along 𝑥- and 𝑦-axes, respec-

tively, 𝑐𝑠 denotes the species susceptibility, 𝐾𝑇 and 𝐾𝑐 signifies 

the thermal-diffusion and constant of chemical reaction, respec-

tively, heat expansion is expressed by 𝛽𝑇 , 𝜇, 𝜌 are dynamic vis-

cosity and liquid density, respectively, 𝛾 is the Casson parame-

ter, 𝐾0 is the porous medium permeability, 𝑞𝑟  heat fluctuation, 

𝐶𝑏 , 𝛽𝐶 , 𝐷𝑚 , 𝑇𝑚 and 𝜎 stand for drag force factor, solute expres-

sion, mass diffusivity, mean temperature and fluid electric con-

ductivity, respectively,  𝑅0, 𝑄0, and 𝑐𝑝 are the coefficients of ra-

diation absorption, heat source/sink and specific heat, respec-

tively, velocity suction/blowing is expressed by 𝑣0(𝑥). 

Incorporating the Rosseland approximation [49] for 𝑞𝑟 as 

follows: 

 𝑞𝑟 = −
4𝜎∗

3𝑘∗
  
𝜕𝑇4

𝜕𝑦
, (7) 

and extending the term 𝑇4 in Taylor’s expansion around 𝑇∞ by 

ignoring high-order terms as 

 𝑇4 ≅ 4𝑇∞
3𝑇 − 3𝑇∞

4 , (8) 

Eq. (4) can consequently be reformulated as 

𝜌𝑐𝑝 (𝑢
∂T

∂𝑥
+ 𝑣

∂T

∂y
) = 𝑘

∂2T

∂y2
+ 𝜎𝐵0

2𝑢2 + 𝜇 (1 +
1

γ
) (

𝜕𝑢

𝜕𝑦
)
2

+  

    +
16𝜎∗𝑇∞

3

3𝑘∗

𝜕2𝑇

𝜕𝑦2
+ 𝑄0(𝑇 − 𝑇∞) + 𝑅0(𝐶 − 𝐶∞) +

𝜌𝐷𝑚𝐾𝑇

𝑐𝑠

∂2C

∂y2
. (9) 

Now, we introduce a dimensional variable 𝜂 and functions 

𝑓(𝜂), 𝜃(𝜂), and 𝜙(𝜂) as follows:  

 𝜂 = √
𝑈0

2𝜐𝑥
 𝑦,    𝑢 =

𝜕𝜓

𝜕𝑦
 ,   𝑣 = −

𝜕𝜓

𝜕𝑥
 ,   𝜃(𝜂) =  

𝑇−𝑇∞

𝑇𝑤−𝑇∞
,  

 𝜓(𝑥) = √2𝜐𝑥𝑈0 𝑓(𝜂),   𝜙(𝜂) =
𝐶−𝐶∞

𝐶𝑤−𝐶∞
. (10) 

Enforcing Eq. (10) into Eqs. (3), (5), (6) and (9), we obtain 

the following set of ordinary differential equations (ODEs): 

 (1 +
1

γ
) 𝑓′′′ + Gr 𝜃 − 𝑀 𝑓′ − Fr 𝑓′

2
+ Gm 𝜙 +  

 − 𝐾1 𝑓
′ +  𝑓 𝑓′′ = 0, (11) 

 
1

Pr
 (1 +

4

3
𝑁)𝜃′′ + 𝑓 𝜃′ + Du 𝜙′′ + Ec (1 +

1

γ
) 𝑓′′

2
+  

 +Ec 𝑀 𝑓′2+ 𝑄∗ 𝜃 + 𝑅∗ 𝜙 = 0, (12) 

 
1

Sc
 𝜙′′ + Sr 𝜃′′ + 𝑓 𝜙′ − 𝐾𝑐

′ 𝜙 = 0, (13) 

 

Fig. 1. Geometry of the flow problem 
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and the boundary conditions: 

 𝑓(0) = 𝑆,    𝑓′(0) = 1 + (1 +
1

γ
) 𝐵𝑢 𝑓

′′(0),    

𝜃 (0) = 1 + 𝐵𝑡  𝜃
′(0),   𝜙(0) = 1 + 𝐵𝑐  𝜙

′(0)  at  𝜂 = 0, (14) 

           𝑓′ → 0,    𝜃 → 0,     𝜙 → 0             as  𝜂 → ∞. (15) 

The relevant parameters are further specified as:  

Gr =
2𝑔𝛽𝑇𝑥(𝑇𝑤−𝑇∞)

𝑈0
2   heat Grashof number, 𝑁 =  

4𝜎∗𝑇∞
3

𝑘 𝑘∗
  radia-

tion parameter, Fr =
2𝐶𝑏𝑥

√𝐾0
  Forchheimer number, 𝐾1 =

2𝜐𝑥

𝐾0𝑈0
   

porosity parameter, Gm =
2𝑔𝛽𝐶𝑥(𝐶𝑤−𝐶∞)

𝑈0
2   mass Grashof num-

ber, 𝑀 =
2𝜎𝐵0

2𝑥

𝑈0𝜌
  magnetic parameter, Ec =

𝑈0
2

𝑐𝑝(𝑇𝑤−𝑇∞)
   Eck-

ert number, 𝑄∗ =
2𝑄0𝑥

𝑈0𝜌𝑐𝑝
  heat generation/absorption factor, 

Pr =
𝜐𝜌𝐶𝑝

𝑘
  Prandtl number, Du =  

𝐷𝑚𝐾𝑇

𝜐𝑐𝑠𝑐𝑝
 
(𝐶𝑤−𝐶∞)

(𝑇𝑤−𝑇∞)
  Dufour 

number, 𝑆𝑐 =
𝜐

𝐷𝑚
  Schmidt number, 𝑆𝑟 =  

𝐷𝑚𝐾𝑇

𝜐𝑇𝑚
 
(𝑇𝑤−𝑇∞)

(𝐶𝑤−𝐶∞)
  

Soret number, 𝑅∗ =
2𝑅0𝑥

𝑈0ρ𝑐𝑝
 
(𝐶𝑤−𝐶∞)

(𝑇𝑤−𝑇∞)
  radiation absorption pa-

rameter, 𝐾𝑐
′ =

2𝐾𝑐𝑥

𝑈0
  reaction parameter,  𝑆 = 𝑣0√

2𝑥

𝜐𝑈0
  suction 

(> 0)/blowing (< 0) parameter, 𝐵𝑢 = 𝐿0√
𝑈0

2𝜐𝑥
  velocity slip 

factor, 𝐵𝑡 = 𝑀0√
𝑈0

2𝜐𝑥
  thermal slip factor, and 𝐵𝑐 = 𝑁0√

𝑈0

2𝜐𝑥
  

concentration slip factor.  

Our concentration is now directed towards the examination 

of vital physical quantities, specifically skin-friction factor 

(𝐶𝑓𝑥
), Nusselt number (Nu𝑥) and Sherwood number (Sh𝑥). 

These paramount parameters play a fundamental role in deci-

phering flow dynamics and heat attributes. Their explicit formu-

lations are presented below: 

 𝐶𝑓𝑥 =
2𝜇(1+

1

γ
)(
𝜕𝑢

𝜕𝑦
)
𝑦=0

𝜌𝑈0
2 , (16) 

 Nu𝑥 = −
𝑥(𝑘+

16𝜎∗𝑇∞
3

3𝑘∗
)(
𝜕𝑇

𝜕𝑦
)
𝑦=0

𝑘(𝑇𝑤−𝑇∞)
, (17) 

 Sh𝑥 = −
𝑥(
𝜕𝐶

𝜕𝑦
)
𝑦=0

(𝐶𝑤−𝐶∞)
. (18) 

 

Enforcing the similarity transformations given in Eq. (10), we 

get: 

 𝐶𝑓𝑥 =
1

√Re𝑥
(1 +

1

γ
) 𝑓′′(0), (19) 

 Nu𝑥 = −√Re𝑥  (1 +
4

3
𝑁)𝜃′(0), (20) 

 Sh𝑥 = −√Re𝑥𝜙
′(0), (21) 

where Re𝑥 =
𝑈0𝑥

2𝜐
 is the Reynolds number. 

3. Numerical methodology  
 

To evaluate the flow problem, the numerical technique bvp4c is 

exploited in MATLAB software. The initial step is to transmute 

the group of higher-order ODEs provided in Eqs. (11)‒(13) and 

the boundary conditions in Eqs. (14)‒(15) into an initial value 

problem (IPV) via a first-order process: 

 𝑓 = 𝑦1, 𝑓
′ = 𝑦2,  𝑓

′′ = 𝑦3, 𝜃 = 𝑦4, 𝜃
′ = 𝑦5 ,  

 𝜙 = 𝑦6 , 𝜙
′ = 𝑦7,  

 𝑦3
′ = (

1

1+
1

𝛾

) (𝑀 𝑦2 + 𝐹𝑟 𝑦2
2 + 𝐾1 𝑦2−𝑦1 𝑦3 +  

  −𝐺𝑟 𝑦4  − 𝐺𝑚 𝑦6). (22) 

 𝑦5
′ = − Pr

{
 

 
Ec[(1+

1

𝛾
) 𝑦3

2+𝑀 𝑦2
2] +𝑦1 𝑦5+𝑄

∗ 𝑦4+

+𝑅∗ 𝑦6+DuSc (𝐾𝑐
′ 𝑦6−𝑦1 𝑦7)

(1+
4

3
𝑁−PrDuScSr)

}
 

 

, (23) 

 𝑦7
′ = −Sc(𝑦1𝑦7 + Sr𝑦5

′ − 𝐾𝑐
′𝑦6), (24) 

subject to: 

 {
𝑦1(0) = 𝑆,    𝑦2(0) = 1 + (1 +

1

γ
) 𝐵𝑢 𝑦3(0),

𝑦4(0) = 1 + 𝐵𝑡  𝑦5(0),   𝑦6(0) = 1 + 𝐵𝑐  𝑦7(0),
 (25) 

 𝑦2 → 0,   𝑦4 → 0 ,   𝑦6 → 0   as   𝜂 → ∞. (26) 

To provide a more precise estimate of the outcomes, the val-

ues of 𝑦3(0), 𝑦5(0) and 𝑦7(0) are improved with a maximum 

error of 10−5 and a step size of ℎ = 0.1. 

4. Validation of our code 

In order to evaluate the precision of the proposed numerical tech-

nique, our results are compared with the outcomes achieved by 

Table 1. Comparative analysis of 𝐶𝑓𝑥, Nu𝑥, and Sh𝑥 with previous outcomes. 

Alam et al. [44] Present result

 𝐃𝐮 𝑪𝒇𝒙
 𝐍𝐮𝒙 𝐒𝐡𝒙 𝑪𝒇𝒙  𝐍𝐮𝒙 𝐒𝐡𝒙 𝑪𝒇𝒙  𝐍𝐮𝒙 𝐒𝐡𝒙 

2.0 0.030 6.2285     1.1565 0.1531 6.22686 1.15620 0.15352 6.2260 1.1561 0.1535 

1.6 0.037 6.1491 1.1501 0.2283 6.14662 1.14971 0.22866 6.1466    1.1497 0.2287 

1.2 0.050 6.0720 1.1428 0.3033 6.06948 1.14235 0.30358 6.0695 1.1423 0.3036 

0.8 0.075 6.0006 1.1333 0.3781 5.99810 1.13285 0.37840 5.9981 1.1329 0.3784 
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Alam et al. [44] and Ram et al. [46]. The values of 𝐶𝑓𝑥
, Nu𝑥 and 

Sh𝑥 are compared with the results of Alam et al. [44] and Ram et 

al. [46] for different levels of Sr and  Du in Table 1 by taking 

Sc = 0.22, Pr = 0.71, Gr = 10, 𝑀 = 0.3,   Gm = 4,   𝑆 = 0.5, 

Fr =  𝐾𝑐
,  =  𝐾1  =  𝑄

∗ = Ec = 𝑁 = 𝑅∗ = 𝐵𝑢 = 𝐵𝑡 = 𝐵𝑐 =  0, 

𝛾 → ∞,  Re𝑥 = 1. After making the comparisons, the bvp4c code 

was found to be precise and highly efficient. 

5. Results and discussion 

To figure out the physical understanding of the work, the numer-

ical calculation is examined for various factors, and the pos-

sessed outcomes are manifested with the assistance of diagrams 

and tables. The context values in the existing study were chosen 

as 𝛾 = 0.5, Gr = 4, Gm =  𝑀 = Pr = 2, 𝑁 = 1.5, Sr =
Ec =  𝑄∗ = 0.2,   Du = Sc = 0.6,   𝑆 = 𝑅∗ = 𝐾𝑐

′ = 0.5,   Fr =
𝐾1 =  𝐵𝑢 = 𝐵𝑡 = 𝐵𝑐 = 1.0,  Re𝑥 = 1 and maintained fixed dur-

ing the computations. Here, 

 Schmidt number Sc =  0.6, signifies water vapour; 

 Prandtl number Pr = 2, assents physically to water; 

 Du and Sr are selected so that their multiplication is 

stable, and the mean temperature 𝑇𝑚 remains stable as 

well; 

 other values are selected at random. 

The outcomes possessed from the numerical calculation are 

presented by figures displaying velocity 𝑓′(𝜂), temperature dis-

tribution 𝜃(𝜂) and concentration 𝜙(𝜂). 

The change of the velocity amplitude 𝑓′(𝜂) for diverse Cas-

son factor (𝛾) values is depicted in Fig. 2. Regarding that, an 

enhancement in 𝛾 decreases the flow rate magnitude. Because 

the augmentation in 𝛾 increases the yield stress, which bans the 

flow and molecules interplay, the substance develops a viscous 

bond. As a result, when 𝛾 increases, the flow rate decreases. 

The effect of 𝑀 on the velocity is verified in Fig. 3. It is ex-

plicit that velocity amplitude 𝑓′(𝜂) decreases with growth in 𝑀.  

The existence of magnetic induction in an electrically conduct-

ing liquid propels a protesting force named Lorentz force that 

slows down the fluid motion. For the grater values of 𝑀, the 

Lorentz force becomes more apparent, leading to a damping in 

𝑓′(𝜂). Conversely, the tiny values of 𝑀 result in a significant 

augmentation in 𝑓′(𝜂). Hence, by adjusting the strength of the 

magnetic field, one can achieve the desired flow rate, which may 

be crucial for mechanical reasons when controlling fluid flow.  

Figures 4 and 16 delineate the effect of 𝑆 on dimensionless 

profiles 𝑓′(𝜂) and 𝜃(𝜂), respectively. It is noticed that suction 

(𝑆 > 0) detracts flow rate and temperature phenomena, while 

blowing (𝑆 < 0) augments them. This is because, suction  

(𝑆 > 0) tends to thin the flake, while blowing (𝑆 < 0) thickens 

it. This alteration in extent of the flake thickness influences fluid 

flow near the surface. Also, the thermal transmission rate (from 

the fluid to the surface) is slowed down. Thereby, suction or 

blowing can be used to control flow separation.  

 

Fig. 2. The change of velocity with diverse values of 𝛾. 

 
Fig. 3. The change of velocity with diverse values of 𝑀. 

 

Fig. 4. The change of velocity with diverse values of 𝑆. 
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The change of the velocity amplitude 𝑓′(𝜂) for diverse val-

ues of heat (Gr) and mass (Gm) Grashof numbers is depicted in 

Figs. 5 and 6, respectively. It is manifested that a significant in-

crease in surface refrigeration causes Gr and Gm to rise, result-

ing in an increase in velocity. Also, the growth in the value of 

Gr and Gm has the inclination to augment the thermal and mass 

buoyancy stress.  

Figure 7 plots the behaviour of dimensionless profile 𝑓′(𝜂) 

with 𝐾1. It should be noticed that the larger values of 𝐾1 suggest 

a porous medium with low permeability and high dynamic vis-

cosity as 𝐾1 =
2𝜐𝑥

𝐾0𝑈0
, which produces a higher fluid flow re-

sistance. As seen in Fig. 7, rising values of 𝐾1 result in a drop in 

𝑓′(𝜂). Thus, the existence of porous media leads to a drop in 

flow velocity.  

Figure 8 exhibits the effect of 𝐵𝑢 on velocity profiles. Ini-

tially, the velocity decreases as 𝐵𝑢 grows, but after 𝜂 = 1.5, it 

slightly rises. This is because, as the slip stage happens, the ve-

locity of the semi-infinite plate is not as analytic as the velocity 

of the flow near the plate. 

Figures 9 and 17 delineate the impressions of Dufour quan-

tity Du on 𝑓′(𝜂) and 𝜃(𝜂), respectively. These profiles exhibit 

that 𝑓′(𝜂) and 𝜃(𝜂) both boost with rising values of Du. Physi-

cally, Du is the proportion of thermal diffusion and mass diffu-

sion. For higher values of Du, thermal diffusion occurs much 

more effectively, and viscosity drops, leading to an augmenta-

tion in both 𝑓′(𝜂) and 𝜃(𝜂).  

 

Fig. 7. The change of velocity with diverse values of 𝐾1. 

 

Fig. 5. The change of velocity with diverse values of Gr. 

 

Fig. 6. The change of velocity with diverse values of Gm. 

 

Fig. 8. The change of velocity with diverse values of 𝐵𝑢 . 
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Figure 10 declares the role of Fr on the momentum profile 

𝑓′(𝜂). We detected that the momentum profile decreases as Fr 
rises, while it slightly increases away from the plate. Physically, 

grater values of Fr suggest a porous medium with low permea-

bility and high dynamic viscosity as Fr =
2𝐶𝑏𝑥

√𝐾0
, which produces 

a higher fluid flow resistance. 

Figures 11 and 18 delineate the impressions of Ec on 𝑓′(𝜂) 

and 𝜃(𝜂), respectively. These profiles exhibit that velocity and 

temperature experience an increase with an increment in the dis-

sipation parameter Ec. The existence of viscous dissipation 

causes the conversion of kinetic energy into internal energy as 

the fluid performs work against viscous forces. As a result, we 

may state that 𝑓′(𝜂) and 𝜃(𝜂) both are rising.  

Figures 12 and 19 depict the responses of dimensionless pro-

files 𝑓′(𝜂) and 𝜃(𝜂) to diverse values of N within the boundary 

layer region, respectively. We detected that 𝑓′(𝜂) and 𝜃(𝜂) both 

rise as N increases. Physically, increasing values of N enhance 

the heat transfer performance from the plate to the fluid. There-

fore, more heat is transmitted into the fluid for higher values of 

N. As a result, the surface temperature decreases, but the thermal 

boundary layer thickens.  

The change of the temperature 𝜃(𝜂) for diverse Casson factor 

(γ) values are depicted in Fig. 13. The yield stress or critical 

shear rate encourage molecular rigidity, which bans the liquid 

molecules from interplaying. In this context, when 𝛾 increases, 

the temperature distribution 𝜃(𝜂) decreases.  

 

Fig. 9. The change of velocity with diverse values of Du. 

 

Fig. 12. The change of velocity with diverse values of 𝑁. 

 

Fig. 10. The change of velocity with diverse values of Fr. 

 

Fig. 11. The change of velocity with diverse values of Ec. 
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Figure 14 is outlined to infer the effect of M on temperature. 

We found that the larger values of the magnetic parameter cause 

a rise in 𝜃(𝜂). This is because the higher values of the Lorentz 

force generate heat energy in flow, which promotes the increase 

of the thermal boundary layer.  

Figure 15 depicts the variation in dimensionless profile 𝜃(𝜂) 
for diverse values of Pr. It has been observed that fluid temper-

ature reduces with enhanced Pr. This is due to the fact that the 

thermal conductivity of the substance is decreased with augmen-

tation in Pr, resulting in a deficit in the thermal boundary layer. 

Additionally, Fig. 20 points out that the temperature 𝜃(𝜂) re-

duces as 𝐵𝑡  rises because low heat is transported from the plate 

to the fluid. 

The effect of 𝑄∗ on 𝜃(𝜂) has been illustrated in Fig. 21. It 

indicates that heat transport is enhanced by internal heat gener-

ation (𝑄∗ > 0). Consequently, the thermal boundary layer dis-

tends for greater values of 𝑄∗ (> 0). This phenomenon arises 

because an increase in the heat suction parameter amplifies the 

heat energy in the flow arrangement, thereby thickening the 

thermal boundary layer. It is also noted that increasing 𝑄∗ (>

0), causes a reduction in the heat transfer rate.  

Figure 22 depicts the change of temperature 𝜃(𝜂) with var-

ied values of 𝑅∗. It indicates that heat transport is enhanced by 

increasing values of 𝑅∗ as heat is absorbed by the buoyancy ac-

curate flow. Additionally, the thermal boundary layer thickness 

increases. 

 

Fig. 13. The change of temperature with diverse values of 𝛾. 

 

Fig. 14. The change of temperature with diverse values of 𝑀. 

 

Fig. 15. The change of temperature with diverse values of Pr. 

 

Fig. 16. The change of temperature with diverse values of 𝑆. 
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Figure 23 depicts the change of concentration 𝜙(𝜂) with dif-

ferent values of Sr. We detected that 𝜙(𝜂) is increased by aug-

mentation of Sr. The impact of the Soret number is demonstrated 

by a dynamic molecule under the effect of temperature slope. 

This passes heavy molecules to a cold arrangement and slight 

molecules to a hot arrangement, which hereby leads to an en-

hanced concentration profile. Figure 24 portrays the change of 

concentration 𝜙(𝜂) with varied values of Sc. Physically, Sc is 

the proportion between kinematic viscosity and mass diffusivity, 

and the increment in mass diffusivity reduces Sc. So, the increas-

ing trend in Sc reduces the species concentration. Additionally, 

Fig. 25 exhibits the effect of 𝑆 on concentration 𝜙(𝜂). We de-

tected that 𝜙(𝜂) is reduced by augmentation in 𝑆. This implies 

that the density of the concentration boundary layer decreases.  

The effect of 𝐾𝑐
′ on concentration 𝜙(𝜂) is verified in Fig. 26. 

We explored that 𝜙(𝜂) diminishes as 𝐾𝑐
′ boosts. This is because 

as 𝐾𝑐
′ increases, the fluid becomes polarized, and the particles 

spread, decreasing the concentration of the fluid flow. 

The change of 𝐶𝑓𝑥
 against 𝐾1 for two values of 𝑀 is shown 

in Fig.  27. It is observed that 𝐶𝑓𝑥
 reduces by raising both 𝐾1 and 

𝑀. Thus, the porous media with low permeability have a con-

siderable role in enhancing the fluid flow resistance.  

Figure 28 illustrates the tendency of Nu𝑥 with the change of 

Pr for Du = 0.6, 1.0. It is detected that Nu𝑥 reduces by raising 

Pr and Du both. Moreover, Fig. 29 exhibits the behaviour of Sh𝑥 

against 𝐾𝑐
,
 for two values of Sc. From this, it is noted that Shx 

grows with enhancing both 𝐾𝑐
,
 and Sc. 

 

 

Fig. 20. The change of temperature with diverse values of 𝐵𝑡 . 

 

Fig. 18. The change of temperature with diverse values of Ec. 

 

Fig. 17. The change of temperature with diverse values of Du. 

 

Fig. 19.  The change of temperature with diverse values of 𝑁. 
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To comprehensively characterize the dynamics of flow and 

heat transfer, vital dimensionless physical quantities 𝐶𝑓𝑥
, Nu𝑥 

and Sh𝑥 are meticulously examined for varied governing param-

eters.  

Tables 2 and 3 depict the reactions of 𝐶𝑓𝑥
 and Sh𝑥 to varied 

values of governing parameters, respectively. A reduction in 𝐶𝑓𝑥
 

is observed for enhancing values of 𝑀, Fr and 𝐾1. Simultane-

ously, the Sherwood number Sh𝑥, another crucial quantity, ex-

hibits a distinct pattern, i.e. it undergoes a notable escalation for 

increasing values of 𝐾𝑐
, , Sc and Sr. 

In Table 4, we investigated how the parameters  𝑁, 𝑄∗, 𝑅∗, 

and Du affect the Nusselt number Nu𝑥. It has been found that 

Nu𝑥 decreases with an increase in the parameters 𝑄∗, 𝑅∗ and Du, 

while it grows under the influence of 𝑁. 

 

Fig. 21. The change of temperature with diverse values of 𝑄∗. 

 

Fig. 22. The change of temperature with diverse values of 𝑅∗. 

 

Fig. 23. The change of temperature with diverse values of Sr. 

 

Fig. 24. The change of concentration with diverse values of Sc.  

Table 2. Data of 𝐶𝑓𝑥 for varying levels of 𝑀,Fr,𝐾1 when Re𝑥 = 1. 

𝑴 𝐅𝐫 𝑲𝟏 𝑪𝒇𝒙
 

1.0 1 1 -0.0998 

1.5 1 1 -0.1606 

2.0 1 1 -0.2178 

2.0 1 1 -0.2178 

2.0 2 1 -0.3367 

2.0 3 1 -0.4268 

2.0 1 1 -0.2178 

2.0 1 2 -0.3764 

2.0 1 3 -0.5016 
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Table 3. Data of Sh𝑥 for several levels of 𝐾𝑐
′, Sc, Sr when Re𝑥 = 1.  

𝑲𝒄 
′  𝐒𝐜 𝐒𝐫  𝐒𝐡𝐱 

0.5 0.6 0.2 0.4937 

1.0 0.6 0.2 0.5348 

1.5 0.6 0.2 0.5651 

0.5 0.4 0.2 0.4314 

2.0 0.6 0.2 0.4937 

2.0 0.8 0.2 0.5402 

2.0 0.6 0.2 0.4937 

2.0 0.6 0.4 0.5042 

2.0 0.6 0.6 0.5157 

 

Table 4. Data of  Nu𝑥 for different levels of 𝑁,𝑄∗, 𝑅∗, Du  when Re𝑥 = 1. 

𝑵 𝑸∗ 𝑹∗ 𝐃𝐮  𝐍𝐮𝒙 

1.5 0.2 0.5 0.6 0.1603 

2.0 0.2 0.5 0.6 0.2116 

2.5 0.2 0.5 0.6 0.2612 

1.5 0.1 0.5 0.6 0.3073 

1.5 0.2 0.5 0.6 0.1603 

1.5 0.3 0.5 0.6 -0.0086 

1.5 0.2 0.3 0.6 0.2627 

1.5 0.2 0.5 0.6 0.1603 

1.5 0.2 0.7 0.6 0.0617 

1.5 0.2 0.5 0.4 0.2593 

1.5 0.2 0.5 0.6 0.1603 

1.5 0.2 0.5 0.8 0.0608 

 

 

Fig. 27. Variance in 𝐶𝑓𝑥 against 𝐾1 and 𝑀. 

 

Fig. 26. The change of concentration with diverse values of 𝐾𝑐
′. 

 

Fig. 28. Variance in Nu𝑥 against Pr and Du. 

 

Fig. 25. The change of concentration with diverse values of 𝑆. 
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6. Conclusions  

In the current work, the influence of radiation absorption and 

viscous dissipation on the MHD mixed convection flow of Cas-

son fluid from a semi-infinite vertical plate has been investi-

gated mathematically. The governing equations were solved nu-

merically employing an entirely inherent bvp4c method. The 

comparative interpretation was also noted pictorially. The ef-

fects of several physical parameters on 𝑓′(𝜂), 𝜃(𝜂) and 𝜙(𝜂) are 

described as follows: 

 Suction parameter (𝑆 > 0) lowers the velocity, temper-

ature and concentration profiles, while the effect of the 

blowing parameter (𝑆 < 0) is reverse. 

 An enhancement in the parameters 𝑁, Ec, and Du led to 

a rise in temperature and velocity, while the effect of 

the Casson parameter is opposite. 

 A growth in the parameters 𝐾1, 𝐵𝑢 , 𝑀, and Fr led to  

a reduction in velocity, while the effect of Gr and Gm 

is reverse.  

 A growth in the parameters 𝑄∗, 𝑅∗and 𝑀 led to an aug-

mentation in temperature, while the effect of Pr and 𝐵𝑡  

is reverse.  

 An increase in the reaction parameter and Schmidth 

number led to a reduction in the concentration profile, 

while the effect of the Soret number is opposite.  

 The local skin friction decreased with improvements in 

magnetic parameter, Forchheimer number and porosity 

parameter. 

 The local Nusselt number was reduced with an en-

hancement in Prandtl number, heat generation parame-

ter, absorption parameter and Dufour number while in-

creasing with the radiation parameter. 

 The Sherwood number was enlarged with an enhance-

ment in the Soret number, Schmidt number and reac-

tion parameter. 
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1. Introduction 

Different phenomena are responsible and act on the transport of 

matter. The latter can be transported by convection and diffusion 

as it is encountered in the mixed convection rotating-disk sys-

tems. In these processes, all fluids are subjected to a gravita-

tional field in the presence of a thermal gradient that leads spon-

taneously to variation in the density of the fluid, which gives rise 

to complex convective movements within the fluid medium [1]. 

This dynamic behavior can be summarized as being the passage 

towards a secondary flow leading to the appearance of disturb-

ances that develop within the fluid when viscous and thermal 

dissipation are overcome by Archimedean thrust. These insta-

bilities, developing in the phenomena of which many applica-

tions abound, have benefited from great attention from research-

ers, scientists, and industrialists in various fields since the Ray-

leigh-Bernard era, such as gas turbines, rotating-disk air clean-

ers, medical equipment, etc. This frequently encountered phe-

nomenon is the unique solid film generation process [2] with 

high performance and great purity. This process depends  mainly
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Nomenclature 

a ‒ positive constant, 1/s 

f, h ‒ similarity functions 

g ‒ gravitational acceleration, m/s2 

Gr ‒ Grashof number 

k ‒ dimensionless wavenumber 

LN ‒ n-th order Laguerre’s polynomial 

p ‒ dimensionless pressure 

P* ‒ pressure, kPa 

Pr ‒ Prandtl number 

r, z ‒ dimensionless radial and axial coordinates 

r*, z* ‒ radial and axial coordinates, m 

t ‒ time, s 

T ‒ temperature, K 

u, v, w ‒ dimensionless velocity components  

V* ‒ velocity field, m/s 

Zi ‒ location of the collocation node 

Greek symbols 

α ‒ thermal diffusivity, m2/s 

β ‒ thermal expansion coefficient, 1/K 

θ ‒ dimensionless azimuthal coordinate 

Θ ‒ dimensionless temperature 

υ ‒ kinematic viscosity, m2/s 

ρ ‒ density, kg/m3 

ω ‒ dimensionless temporal growth rate 

Ω ‒ dimensionless rotation parameter 

Ω* ‒ angular velocity, s−1 

Subscripts and Superscripts 

c ‒ critical values 

N ‒ expansion coefficients vectors in Laguerre’s polynomials 

w ‒ wall condition 

' ‒ differentiation concerning z  

* ‒ dimensional quantities 

~ ‒ perturbation quantities 

^ ‒ complex amplitude functions of perturbations quantities 

∞ ‒ free stream condition 

Abbreviations and Acronyms 

CVD ‒ chemical vapor deposition  

 

on the convection motions linked to interdependent chemical re-

actions (homogeneous and heterogeneous) in a fluid medium at 

the heated substrate [3]. Hussain et al. [4] examined the convec-

tive traveling modes instability within the boundary layer over 

a rotating disk in an enforced axial flow under the chemical va-

pour deposition (CVD) process. In-depth studies of hydrody-

namics flow have been motivated by the need to avoid or delay 

the transition to turbulence in boundary layers. In the case of 

rotating disk flows, the current field of numerical mechanics re-

quires more advanced techniques for a more precise analysis of 

these various physical phenomena. In this regard, the first simi-

larity transformations designed to convert the governing partial 

differential equations into ordinary differential equations were 

introduced by von Karman [5], who studied with excellence the 

fluid flow due to the disk rotation. Griffiths [6] introduced von 

Karman similarity transformations in a generalized Newtonian 

fluid boundary layer flow due to a rotating disk, after using  

a high Reynolds number boundary-layer approximation. The 

corresponding results provided a more accurate description of 

the flow. Khan et al. [7] analyzed the thermophysical character-

istics of liquids and gases near a heated rotating disk. Usman et 

al. [8] investigated the heat transfer characteristics of a non-iso-

thermal wavy disk rotating in a forced flow. They presented a 

suitable mechanism for the rapid removal of thermal energy 

from the surface of the rotating disk. The combination of ax-

isymmetric stagnation flow on a rotating disc was studied by 

Hannah [9]. Sarkar et al. [10] studied the problem of an axisym-

metric oblique stagnation point flow over the rotating disk. Their 

investigation highlighted that the streamlines shift the location 

of the stagnation point toward the incoming flow. Forced or-

thogonal flow with off-center axisymmetric stagnation point 

flow over a rotating disk was discussed by Wang [11] and Hey-

dari et al. [12]. 

The instability designates the unstable motion, which refers 

to small interruptions in laminar flow. These instabilities accu-

mulate and amplify with the presence of thermal and viscous 

diffusion that occurs within the fluid. When these disturbances 

develop significantly, the flow is profoundly modified, leading 

to unstable behaviours under the competition between these ef-

fects. An impressive study of this instability phenomenon was 

presented by Amaouche et al. [13], where they were able to com-

pare the stability characteristics of thermal convection over 

a non-orthogonal stagnation point flow with those occurring in 

Hiemenz flow over a heated horizontal plate. Moreover, they 

examined the presence of a constant magnetic field on the ther-

mal instability of a two-dimensional stagnation point flow, indi-

cating that magnetic fields act to improve its stability [14]. Nait 

Bouda et al. [15] investigated the effects of mass transfer on the 

thermal instability of a boundary layer stagnation point flow. 

Well afterwards, Mendil et al. [16] examined the effect of tem-

perature-dependent viscosity on the thermal instability of two-

dimensional stagnation point flow. They found that the intensi-

fication of the viscosity of the fluid due to the increase in tem-

perature acts significantly to increase the stability of the flow.  

The stability of flows impinging on curved cylindrical sur-

faces is the subject of several investigations in the literature due 

to their wide application. This type of convective motion devel-

ops a more complex behaviour than flat surfaces. Mittal [17] re-

alized the stabilizing effect as a function of the flow regime on 

the stability of a flow past a cylinder. The stability of an axisym-

metric stagnation flow obliquely striking a circular cylinder in 

uniform rotation under the effect of the Lorentz force associated 

with a radial magnetic field has been analyzed by Amaouche 

et al. [18]. Among the studies on the onset of instabilities of 

mixed convection over circular cylinders, a two-dimensional 

boundary layer problem induced by an upward flow on a heated 

circular horizontal cylinder was investigated by Mouloud et al. 

[19]. They found that growing instability accumulates in free 

convection flow and stable sections correspond to forced and 

mixed convection flow. 

Mechanisms having significant effects on flows in most cur-

rent research are increasingly focused on the complex chal- 



Thermal instability of three-dimensional boundary layer stagnation point flow towards a rotating disc 

 

63 
 

lenges encountered in a wide range of current applications. Ro-

tating surfaces with high heat transfer has been the subject of 

many recent works where investigations are mainly motivated 

by the possibility of solving the boundary layer equations. At 

this level, the stability theory aims precisely to prevent the de-

velopment of disturbances and to determine the critical condi-

tions for the appearance of the instabilities. In this regard, the 

theoretical and experimental study of linear stability in a spiral 

vortex in the boundary-layer transition regime on a rotating disk 

under the effects of streamline curvature and Coriolis force was 

carried out by Kobayashi et al. [20]. Malik et al. [21] examined 

the Coriolis effect and the streamline curvature on the stability 

of three-dimensional rotating disk flow. Lingwood [22] ex-

plored the characteristics of boundary layer flow over a rotating 

disk in an otherwise still fluid by analyzing the inviscid stability 

of the flow and the stability with viscous curvature, Coriolis and 

streamlining effects. The instability of trailing-edge flows and 

wakes is a considerable topic in aerodynamics. Practical interest 

in this area has driven research to examine the stability of these 

flows by theoretical and experimental means to improve the un-

derstanding of the transition to turbulent flow. In this aspect, an 

analytic approach for calculating absolutely unstable inviscid 

modes of the boundary layer on a rotating disk is examined by 

Türkyılmazoglu and Gajjar [23]. A recent review of the topic 

relating to the phenomenon of instability of fluid flows can be 

found in [24,25]. Miller et al. [26] investigated the stability of 

a heated rotating-disk boundary layer in a temperature-depend-

ent viscosity fluid. Sharma et al. [27] performed a numerical 

analysis of the nonlinear characteristics of the transition to the 

chaos caused by thermal instability in a bottom-heated slotted 

channel undergoing natural convection. Roşca et al. [28] ana-

lyzed linear temporal stability of an axisymmetric rotational 

stagnation flow over a rotating disk under a radially stretching 

sheet and also presented the radial and azimuthal shear stresses 

in an axisymmetric rotational stagnation flow. Healey [29] ex-

amined the relation between viscous and inviscid absolute insta-

bilities in a boundary layer flow induced by a rotating disk. In 

some cases, with temperature changes, the viscosity may also 

undergo a significant change in flow behaviour. Jasmine and 

Gajjar [30] investigated the absolute and convective instabilities 

in the incompressible boundary layer on a rotating von Karman 

disk flow with temperature-dependent viscosity. Wiesche and 

Helcig [31] investigated experimentally the effect of heating on 

the stability of the laminar three-dimensional boundary layer 

flow over a rotating disk. The stability of the three-dimensional 

boundary layer flow introduced into a rotating disk has been 

studied numerically using linear stability theory and experimen-

tally by Lee et al. [32]. An overview of developments in the the-

ory of hydrodynamic stability related to the concepts of abso-

lute/convective and local/global instability was performed by 

Huerre and Monkewitz [33], where they demonstrated how 

these notions can be used effectively to obtain a description of 

the spatio-temporal dynamics of open shear flows. Based on the 

linearized incompressible Navier-Stokes equations, numerical 

simulations of the flow developing on the surface of a rotating 

disk were examined with excellence in [34]. Mechanisms hav-

ing significant effects on flows in most current research are in-

creasingly focused on the complex challenges encountered in 

a wide range of current applications. Rotating surfaces with high 

heat transfer has been the subject of many recent works where 

investigations are mainly motivated by the possibility of solving 

the boundary layer equations.  

In light of these previous findings, even though the above-

mentioned studies on instabilities are inherent to many applica-

tions, the novelty of this original contribution is focused on the 

appearance of thermal instability of three-dimensional boundary 

layer stagnation point flow over a heated rotating disk. For this 

reason, the thermal instability analysis implemented in [13‒16] 

for two-dimensional flat plate boundary layer flow has been ex-

tended and applied to the three-dimensional boundary-layer 

flow rotating disk. By taking into account the Boussinesq ap-

proximation, the resulting dynamic and temperature field are 

coupled to each other leading to an eigenvalue problem consti-

tuted by making use of the linear stability theory. The latter is 

then solved numerically using the pseudo-spectral collocation 

method based on Laguerre’s polynomials expansion. The rotat-

ing disk parameter (Ω) is also one of the novelties or key objec-

tives of this given analysis. Indeed, great attention is given to the 

competition between rotation parameter and thermal buoyancy 

forces on the linear stability of the basic flow. Therefore, we 

seek to examine the evolution of the instability threshold and the 

effects of pertinent parameters such as the disk radius, the rotat-

ing disk parameter, the Prandtl and Grashof numbers (r, Ω, Pr, 

Gr) linked to the different stages of the transition to turbulence. 

2. Model description 

2.1. Disk geometry  

We consider a heated horizontal disk with a large radius rotating 

about its axis (z*) with an angular velocity Ω* subject to an ex-

ternal axisymmetric orthogonal flow V∞*(ɑr*, 0, 2ɑz*), where 

ɑ is a positive constant, as shown in Fig. 1. The temperature at 

the disk (Tw) is assumed to be constant and greater than the ex-

ternal temperature (T∞). Here, the coordinate frame is not related 

to the disk rotation. 

 

Fig. 1. Physical model and coordinate system for the stagnation 

point flow considered. 
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For the steady state, all the physical quantities are assumed 

to be independent of θ since the flow is axisymmetric about the 

z*-axis that is measured from the stagnation point (r* = 0). The 

physical properties of the fluid are assumed to be constant, ex-

cept for the density belonging to the buoyancy term given by 

Boussinesq approximation. We note that in cylindrical coordi-

nates (r*, θ, z*), the flow moves within the velocity field u*, v* 

and w* in the radial, azimuthal and axial directions, respectively. 

The governing equations of the problem under the assumptions 

and approximations of the boundary layer are given by [13‒16]: 

 ∇𝑽∗ = 0, (1) 

 
𝜕𝑽∗

𝜕𝑡∗ + (𝑽∗ ⋅ ∇)𝑽∗ = −
1

𝜌
∇𝑃∗ + 𝜐∇2𝑽∗ − 𝒈𝛽(𝑇 − 𝑇∞), (2) 

 
𝜕𝑇

𝜕𝑡∗ + (𝑽∗ ⋅ ∇)𝑇 = 𝛼∇2𝑇. (3) 

The appropriate boundary conditions are applied, such that 

the radial and azimuthal velocities on the disk are subject to no-

slip conditions, while the axial one verifies the non-permeabil-

ity. Far from the disk, the flow tends to the external stream. Con-

cerning the thermal conditions, the temperature at the disk is 

maintained at (Tw) whereas, at infinity, the temperature is equal 

to that of the external flow (T∞) such as: 

 𝑢∗ = 0, 𝑣∗ = 𝑟∗𝛺∗,  𝑤∗ = 0, 𝑇 = 𝑇𝑤    at   𝑧∗ = 0, (4) 

 𝑢∗ = 𝑎 𝑟∗,  𝑣∗ = 0,  𝑤∗ = −2𝑎 𝑧∗, 𝑇 = 𝑇∞  as   𝑧∗ → ∞, (5) 

where 𝜐 designates the kinematic viscosity,  is the density of 

the fluid, g is the gravitational acceleration,  is the thermal ex-

pansion coefficient, α is the thermal diffusivity of the fluid and 

T is the temperature. The dimensionless form of the Eqs. (1)‒(3) 

is obtained by injecting these scaling variables below. 

𝑡∗ = 𝑎𝑡,   𝑟∗ = √𝜐𝑎−1𝑟,    𝑧∗ = √𝜐𝑎−1𝑧, 

(𝑢∗, 𝑣∗, 𝑤∗) = (√𝜐𝑎𝑢, √𝜐𝑎𝑣, √𝜐𝑎𝑤), 

  (𝑝∗, 𝑇) = (𝜌(𝜐𝑎)𝑝,    𝛩(𝑇𝑊 − 𝑇∞) + 𝑇∞). 

2.2. Solution of the basic flow 

In this area, the steady state of the three-dimensional boundary 

layer flow (Eqs. (1)‒(3)) is associated with the cylindrical coor-

dinates r, θ, and z. The buoyancy effect has an important posi-

tion in the governing differential equations through this mixed 

convection problem. Taking into account the axial symmetry of 

the steady state, the equation system is then reduced after ne-

glecting some terms. By subtracting the equation projected 

along the axial direction from that projected along the radial di-

rection, after deriving them to (∂ ∂𝑟, ∂ ∂𝑧⁄⁄ ) respectively, this 

leads to eliminating the pressure term in the momentum equa-

tion as follows: 

 

∂

∂𝑧
(𝑢

∂𝑢

∂𝑟
−

𝑣2

𝑟
+ 𝑤

∂𝑢

∂𝑧
) −

∂

∂𝑟
(𝑢

∂𝑤

∂𝑟
+ 𝑤

∂𝑤

∂𝑧
) − Gr

∂𝛩

∂𝑟
=

=
∂

∂𝑧
(

∂2𝑢

∂𝑟2 +
1

𝑟

∂𝑢

∂𝑟
−

𝑢

𝑟2 +
∂2𝑢

∂𝑧2) −
∂

∂𝑟
(

∂2𝑤

∂𝑟2 +
1

𝑟

∂𝑤

∂𝑟
+

∂2𝑤

∂𝑧2 )
, (6) 

 𝑢
∂𝑣

∂𝑟
+

𝑢𝑣

𝑟
+ 𝑤

∂𝑣

∂𝑧
= (

∂2𝑣

∂𝑟2 +
1

𝑟

∂𝑣

∂𝑟
−

𝑣

𝑟2 +
∂2𝑣

∂𝑧2), (7) 

 𝑢
∂𝛩

∂𝑟
+ 𝑤

∂𝛩

∂𝑧
=

1

Pr
(

∂2𝛩

∂𝑟2 +
1

𝑟

∂𝛩

∂𝑟
+

∂2𝛩

∂𝑧2). (8) 

The heat transfer is transferred by forced convection, which 

involves the only normal component of the flow field. There-

fore, the temperature field is fully slaved to the normal compo-

nent of the flow, making the basic flow independent of the 

Grashof number. Taking into account the following similarity 

variables [35]: 

 
𝑢(𝑟, 𝑧) = 𝑟 𝑓′(𝑧), 𝑣(𝑟, 𝑧) = 𝑟 Ω ℎ(𝑧),

𝑤(𝑟, 𝑧) = −2𝑓(𝑧), 𝛩(𝑟, 𝑧) = 𝛩(𝑧)
. (9) 

By subsuming the above similarity transformation (9) in the 

previous system (Eqs. (6)-(8)), and after some development, the 

equations are reduced in terms of f, h, 𝛩, leading to the following 

ordinary and nonlinear coupled differential equations system: 

 𝑓‴ − 2𝑓′2
+ 2𝑓𝑓″ + Ω2ℎ2 + 1 = 0, (10) 

 ℎ″ − 2𝑓′ ℎ + 2𝑓 ℎ′ = 0, (11) 

 𝛩″ + 2Pr𝑓𝛩′ = 0, (12) 

where the prime (') denotes differentiation with respect to z, and 

the transformed boundary conditions are given by: 

 𝑓(0) = 𝑓′(0) = 0,   ℎ(0) = 1,   𝛩(0) = 1   at   𝑧 = 0, (13) 

 𝑓′(𝑧) = 1,   ℎ(𝑧) = 0,   𝛩(𝑧) = 0   as   𝑧 → ∞. (14) 

The above equations are, for convenience, formulated in 

terms of dimensionless variables. The distance along the disk 

and time are scaled using the factors ℓ = (𝜐/𝑎)1/2 and ɑ-1, re-

spectively. Prandtl and Grashof numbers are given, respectively, 

by Pr = 𝜐/𝛼, Gr = g𝛽 (𝑇𝑤 − 𝑇∞) ℓ3 / 𝜐2, and Ω = Ω∗/𝑎 is the 

dimensionless rotation parameter. It is preliminary to analyze 

the basic flow before examining the critical conditions related to 

the transition to turbulence because the solution of this one ap-

pears as variable coefficients in the stability problem. The non-

linear differential Eqs. (10)‒(12) with the associated boundary 

conditions (13) and (14) are solved numerically using the fourth-

order Rung-Kutta method with the so-called shooting technique. 

By keeping an accuracy of 10-6, the process is repeated until the 

correct results are obtained. 

3. Linear stability analysis 

The linear stability analysis consists in determining the complex 

wave numbers and frequencies of the waves that the system sup-

ports. In most stability studies, either a purely temporal or spatial 

instability approach is taken. The limitations of adopting 

a purely spatial or temporal instability analysis were made clear 

with the introduction of the concepts of absolute and convective 

instability. It seems from [22,23,30] that the choice of a temporal 

or spatial analysis can only be fixed after the behaviour of both 

the wave number and frequency have been studied in the com-

plex plane and the convective or absolute character of the insta-
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bility has been determined. In the problem at hand it is custom-

ary to focus attention on temporal instability, i.e. disturbances 

grow in time at every fixed point in space [19]. In this part, the 

work is oriented toward the three-dimensional stability analysis 

in order to examine the temporal growth and spatial amplifica-

tion of disturbances. Investigations in this section are based on 

the instability of the flow that occurs after the loss of stability in  

order to understand the destabilizing mechanisms linked to the 

different stages of the transition to turbulence. We consider 

small disturbances propagating along the boundary layer so that 

the instantaneous quantities can be expressed as the sum of the 

quantities of the base state and that of the disturbances state as 

follows: 

 (�̅�, �̅�, �̅�, �̅�, �̅�)(𝑟, 𝜃, 𝑧, 𝑡) = (𝑢, 𝑣, 𝑤, 𝑝, 𝛩)(𝑟, 𝑧) + (�̃�, �̃�, �̃�, 𝑝, �̃�)(𝑟, 𝜃, 𝑧, 𝑡). (15) 

By substituting the above decomposition (Eq. (15)) into the Na-

vier-Stokes and energy equations, after subtracting the base state 

and eliminating the nonlinear terms, we obtain a set of equations 

governing the evolution of the three-dimensional perturbations 

in time and space as follows:  

 (
𝜕

𝜕𝑟
+

1

𝑟
) �̃� +

1

𝑟

𝜕�̃�

𝜕𝜃
+

𝜕�̃�

𝜕𝑧
= 0,  (16) 

 (
∂

∂𝑡
− ∇2 + 𝑢

∂

∂𝑟
+

𝑣

𝑟

∂

∂𝜃
+ 𝑤

∂

∂𝑧
+

∂𝑢

∂𝑟
) �̃� − 2

𝑣

𝑟
�̃� +

∂𝑝

∂𝑟
= 0, (17) 

 (
𝑣

𝑟
+

∂𝑣

∂𝑟
) �̃� + (

∂

∂𝑡
− ∇2 + 𝑢

∂

∂𝑟
+

𝑣

𝑟

∂

∂𝜃
+ 𝑤

∂

∂𝑧
+

𝑢

𝑟
) �̃� +

∂𝑣

∂𝑧
�̃� +

1

𝑟

∂𝑝

∂𝜃
= 0, (18) 

 (
∂

∂𝑡
− ∇2 +

𝑣

𝑟

∂

∂𝜃
+ 𝑤

∂

∂𝑧
+

∂𝑤

∂𝑧
) �̃� +

∂𝑝

∂𝑟
− Gr �̃� = 0, (19) 

 (
∂

∂𝑡
−

1

Pr
∇2 +

𝑣

𝑟

∂

∂𝜃
+ 𝑤

∂

∂𝑧
) �̃� +

∂Θ

∂𝑧
�̃� = 0, (20) 

where ∇2 refers to the three-dimensional Laplace operator. It 

should be noted that the quantities (u, v, w, 𝛩) as previously in-

dicated, represent variable coefficients corresponding to the  

solution of the basic flow. These coefficients show significant 

variations in the normal direction (z) and change linearly in 

the chordwise direction (r), but not in the spanwise direction 

(θ). The strong dependence of the basic state on radial distance 

in  the  problem at  hand does not permits  the  introduction of  

eigenmodes in the chordwise direction (r), in general. However, 

the introduction of the eigenmodes in the spanwise (θ) direction 

to model the problem permits considering the solution separable 

in the variables θ and t, as discussed previously by Amaouche 

et al. [14]. Retaining self-similarity for the perturbation ampli-

tude. The disturbance quantities of a general traveling mode can 

be expressed in the form of the normal mode of Görtler-Ham-

merlin [36,37], as follows: 

 (�̃�, �̃�, �̃�, 𝑝, �̃�)(𝑟, 𝜃, 𝑧, 𝑡) = (𝑟�̂�, 𝑟�̂�, �̂�, �̂�, �̂�)(𝑧)exp(𝑖𝑘𝜃 + 𝜔𝑡). (21) 

In the current study, our attention is focused on temporal in-

stability, where the wave number k is real and the temporal 

growth rate ω is allowed to be complex. Here, 

(𝑟�̂�, 𝑟�̂�, �̂�, �̂�, Θ̂) are complex amplitude functions of three-di-

mensional small disturbances. This so-called Görtler-Hammer-

lin model has been the subject of many works reported before. 

It was also extended for three-dimensional stability analysis as 

in [14]. In the present study, we are interested in the region lo-

cated near the stagnation point, therefore, the non-parallel flow 

effects of order (r2) in the terms [1/r2 (∂2V*/∂θ2)] are included, 

and the thermal stability analysis are examined in the concept of 

non-parallel flow. Introducing the decomposition given by 

Eq. (21), Eqs. (16)‒(20) take the following algebraic system 

form: 

 2 �̂� + 𝑖𝑘 �̂� + 𝐷 �̂� = 0, (22) 

 (𝐷2 + 2𝑓 𝐷 − 2𝑓′ − 𝑖𝑘Ω ℎ −
𝑘2

𝑟2) �̂� + 2 (𝛺 ℎ −
𝑖𝑘

𝑟2) �̂� − 𝑓″ �̂� = 𝜔  �̂�, (23) 

 −2 (Ω ℎ −
𝑖𝑘

𝑟2) �̂� + (𝐷2 + 2𝑓 𝐷 − 2𝑓′ − 𝑖𝑘Ω ℎ −
𝑘2

𝑟2) �̂� − Ω ℎ′�̂� −
𝑖𝑘

𝑟2 �̂� = 𝜔 �̂�, (24) 

 (𝐷2 + 2𝑓 𝐷 − 2𝑓′ − 𝑖𝑘 Ω ℎ −
𝑘2

𝑟2) �̂� − 𝐷�̂� + Gr�̂� = 𝜔  �̂�, (25) 

 (𝐷2 + 2Pr𝑓𝐷 − 𝑖𝑘ΩPrℎ −
𝑘2

𝑟2) �̂� − Pr 𝛩′�̂� = Pr𝜔  �̂�. (26) 
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The disturbances cancel each other out at the wall as well as out-

side the boundary layer, as indicated by these boundary condi-

tions:  

  �̂� = �̂� = 𝐷 �̂� = �̂� = �̂� = 0    at   𝑧 = 0, (27) 

 �̂� = �̂� = �̂� = �̂� = 0    as    𝑧 → ∞. (28) 

The pressure and azimuthal component of the velocity can be 

deduced from Eqs. (22) and (24) in the form: 

 �̂� = −
1

𝑖𝑘
(𝜆 1 + 2𝑓′) − 𝑖 𝑘 Ω ℎ″(2�̂� + 𝐷�̂�), (29) 

 �̂� =
𝑟2

𝑘2
(𝜆 1 + 2𝑓′) − 𝑖𝑘Ωℎ″[2(𝐷2 + 2𝑓𝐷 − 2𝑓′ − 𝜔)�̂� + (𝜆 1 − 2𝑓′ − 𝜔)𝐷�̂� + 𝑖𝑘Ωℎ′�̂�]. (30) 

The combined Eqs. (22) and (24) lead us to reduce the num-

ber of unknowns within the system itself. This simplification is 

achieved by extracting the term �̂� from Eq. (22) and introducing 

it into Eqs. (23) and (24). Additionally, the pressure �̂� is extra-

cted from Eq. (24) and introduced into Eq. (25). Thereafter, we 

can replace the pressure term as well as the azimuthal velocity 

component to obtain a reduced system of an eigenvalue problem 

in the following form:  

 (

𝜆 1 − 2𝑓′ + 2𝜉 𝜉𝐷 − 𝑓″ 0

𝜆 3 𝜆 4 −
𝑘2

𝑟2 Gr

0 −Pr𝛩′ 𝜆 5

)    (
�̂�
�̂�
�̂�

) = 𝜔 (
1 0 0

2𝐷 𝜆 2 0
0 0 Pr

)   (
�̂�
�̂�
�̂�

), (31) 

such as 

 𝐷 =
𝜕

𝜕𝑧
, 𝜆1 = (𝜆2 + 2𝑓𝐷 − 𝑖 𝑘 Ω ℎ), 𝜆2 = 𝐷2 −

𝑘2

𝑟2 , 𝜉 =
2

𝑘2 (𝑖 𝑘 Ω ℎ +
𝑘2

𝑟2), 

 𝜆3 = 2(𝐷2 + 2𝑓 𝐷)𝐷 − 4𝑓″,    𝜆4 = 𝜆1𝐷2 − 2𝑓″  𝐷 − [
𝑘2

𝑟2
(𝜆1 + 2𝑓′) − 𝑖𝑘Ωℎ″],  

 𝜆5 = 𝜆2 + 2Pr𝑓𝐷 −  𝑖 𝑘 Pr Ω ℎ.  

This combination will not only facilitate the numerical solution 

of the system but also minimize the computation time.  

4. Computational method 

The basic flow is solved simultaneously with the stability prob-

lem, which appears in the form of variable coefficients. To ap-

proximate the solution of the problem, the flow stability charac-

teristics are calculated by solving the generalized algebraic ei-

genvalue problem (31) through a pseudo-spectral method based 

on the expansion of Laguerre’s polynomials. The most im-

portant feature of this method is exponential convergence, 

which allows high precision with a modest number of colloca-

tion points. However, the use of Laguerre polynomials is moti-

vated by the distribution of their zeros, i.e. the first zeros are 

close to each other and this distribution is perfectly suited to de-

scribe regions of strong gradients in the boundary layers. Ac-

cording to mathematical models, an approach of the three-di-

mensional complex amplitude functions is given as an approxi-

mation in the form �̂�𝑁(�̂�𝑁, �̂�𝑁 , �̂�𝑁) [13‒16], defined as: 

 �̂�𝑁(𝑧) = exp(−𝑧) ∑  
𝑧𝐿𝑁(𝑧)

𝑧𝑖(𝑧−𝑧𝑖)
𝑑𝐿𝑁(𝑧𝑖)

𝑑𝑧

𝑁
𝑖=1 𝜙𝑁(𝑧𝑖). (32) 

The simplification related to this approximation gives rise to an 

algebraic eigenvalue system in terms of discretized square ma-

trices (3×N, 3×N) such as: 

 (

𝝀 1 − 2𝒇′ + 2𝝃 𝝃(𝐃 − 𝐈) − 𝒇″ 𝟎

𝝀 3 𝝀 4 −
𝑘2

𝑟2 Gr𝐈

𝟎 −Pr𝜣′ 𝝀 5

) (

�̂�𝑵

�̂�𝑵

�̂�𝑵

) = 𝜔 (
𝐈 𝟎 𝟎

2(𝐃 − 𝐈) 𝝀 𝟐 𝟎
𝟎 𝟎 Pr𝐈

) (

�̂�𝑵

�̂�𝑵

�̂�𝑵

), (33) 

such as 

 𝝀 𝟏 = (𝝀 𝟐 + 2𝒇𝐃 − 2𝒇 − 𝑖𝑘Ω𝒉), 𝝀 𝟐 = 𝐃2 − 2𝐃 + (1−
𝑘2

𝑟2) 𝑰, 𝝃 =
2

𝑘2 (𝑖𝑘Ω𝒉 +
𝑘2

𝑟2 𝐈),   

 𝝀𝟑 = 2(𝐃2 + 2(𝒇 − 𝐈)𝐃 + 𝐈)(𝐃 − 𝐈) − 4𝒇″,   

 𝝀 𝟒 = 𝝀 𝟏(𝐃2 − 2𝐃 + 𝐈) − 2𝒇″(𝐃 − 𝐈) − (
𝑘2

𝑟2
(𝝀 𝟏 + 2𝒇′) − 𝑖𝑘Ω𝒉″),   

 𝝀 𝟓 = 𝝀 𝟐 + 2Pr𝒇(𝐃 − 𝐈) − 𝑖𝑘 𝑃𝑟 Ω 𝒉.   
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The square matrices D and I are the matrices associated with the 

differential operator D and the identity matrix, respectively. Pa-

rameters �̂�𝑵, �̂�𝑵 and �̂�𝑵 denote the expansion coefficients vec-

tor. The system (33) can be expressed in terms of square matri-

ces A and B taking the form (𝐀 −  𝜔𝐁) �̂�𝑁. For that, the matrix 

system does not have a unique solution; the matrix A ‒ ω B must 

be regular to have non-trivial solutions. The combination of the 

parameters r, Ω, Pr, and Gr allows us to examine the critical 

conditions for the appearance of instability which occurs for the 

minimum value of Gr that cancels the det(A) at marginality. 

5. Results and discussion 

5.1. Basic flow 

Within the framework of this study, the instability of the three-

dimensional stagnation point flow is examined in cylindrical co-

ordinates. The solution of the basic flow appears as variable co-

efficients in the generalized algebraic eigenvalue problem (33). 

Parameters f, h, and 𝛩 are some of the dominating parameters 

controlling the stability problem, which must be examined at the 

beginning. 

The governing basic flow (Eqs. (10)‒(12)) subject to the 

boundary conditions (13)‒(14) is reduced using the shooting 

technique method, which consists of converting it into a set of 

first-order differential equations to facilitate its resolution. With 

the prescribed values of Pr and Ω, the primary solution of the 

basic flow (1)‒(3) is first obtained numerically by the iterative 

fourth-order Runge-Kutta method. For a step of 10-6, the calcu-

lations proved sufficiently accurate. The resolution of the equa-

tions was carried out from z = 0 to z → ∞ under Dirichlet bound-

ary conditions imposed on the considered problem. The numer-

ical scheme can be optimized by reducing the step size 

Δz = 0.001 in the considered range [0,10]. However, for such 

high levels of precision, the iteration process requires a signifi-

cant increase in computation time. The validation is carried out 

by a calculation code where the results of f"(0) and h'(0) are re-

ported in Tables 1 and  2. For all given values of the rotation 

parameter Ω, the results show considerable agreement with re-

spect to those reported in [10‒12]. Table 3 gives computa-tional 

results of the effects of rotation parameter and Prandtl number 

on the rate of heat transfer, indicating that an increase in both 

parameters leads to the increase in the rate of heat transfer. Nu-

merical calculations are carried out for Ω and Pr ranging from 0 

to 10 and 0.7 to 7, respectively. Using the numerical procedures 

described above, the radial, azimuthal velocity and temperature 

distributions for the flow considered from Eqs. (10)‒(12) are 

displayed in Fig. 2.

 

 

Table 1. Initial values of f" for various values of Ω.  

 f"(0) 
𝛀 Present work Sarkar [10] Wang [11] Heydari [12] 

0 1.311938 1.31194 1.31194 1.311958 

1 1.573923 1.57392 1.57539 1.573930 

2 2.295649 2.29564 2.2951 2.295639 

5 6.259882 6.25987 6.2602 6.259869 

7 9.916523 9.91652 9.9165 9.916513 

 

Table 2. Initial values of h' for various values of Ω. 

 h'(0) 

𝛀 Present work Sarkar [10] Wang [11] Heydari [12] 

0 -1.074667 -1.07467 -1.07467 -1.074697 

0.5 -1.083905 ‒ -1.0839 -1.083934 

1 -1.109996 -1.11000 -1.1100 -1.110020 

2 -1.196826 -1.19676 -1.1968 -1.196841 

5 -1.531978 -1.53198 -1.5320 -1.531983 

7 -1.745103 -1.74511 -1.7451 -1.745106 

 

Table 3. Initial values of -Θꞌ(0) for various values of  Ω and Pr  

 -Θꞌ(0) 

𝛀 Pr = 0.7 Pr = 7 

0 0.6654 1.5458 

0.5 0.6696 1.5620 

1 0.6817 1.6078 
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Figure 2 shows the variation in velocity field f '(z) and h(z) func-

tions for different values of the rotation parameter. As Ω is in-

creased, the radial velocity profile increases near the stagnation 

point flow. When Ω is greater than 3.33, it is observed that with 

increased Ω, the rotation effect generates an overshoot of the 

radial velocity. The influence of the rotation parameter on the 

h(z) component is presented in Fig. 2B. It can be seen that an 

increase in Ω generates a gradual decrease in the azimuthal ve-

locity. 

The results presented in Fig. 3 confirm those obtained in pre-

vious studies [14,15] indicating that the temperature of the fluid 

reduces for large Prandtl numbers, because with an increase in 

Pr the thermal diffusivity decreases. The fluid particles are able 

to conduct less heat and consequently temperature profiles de-

crease with a reduction in thermal boundary-layer thickness. In 

this case, temperature profiles within the fluid will be strongly 

influenced by the velocity profiles. 

5.2. Stability analysis 

The generalized algebraic eigenvalue problem given by Eq. (33) 

has been solved numerically using a pseudo-spectral method 

based on the expansion of Laguerre’s polynomials. Numerical 

computations are performed for several values of control param-

eters such as Prandtl number (Pr), disk radius (r) and rotation 

parameter (Ω). The neutral curve is generated using Newton's 

method where the iteration process is repeated until |det(A)| van-

ishes with the assumed tolerance |det(A)| ≤ 10−6. For satisfactory 

convergence, the effect of the level of truncation N was taken 

into account on the critical conditions for the onset of instability. 

Convergence criteria are based on the relative difference of 

|Grc,i+1−Grc,i|. This showed that the accuracy of the numerical 

scheme can be improved by increasing the number of colloca-

tion nodes. 

Figure 4 shows the effect of the number of collocation nodes 

N on the critical Grashof error. It can be clearly seen that the 

number of polynomials required rises by increasing the Pr num-

ber. This can be explained by the fact that an increase in Pr re-

duces the thermal boundary layer thickness, which requires 

 

Fig. 2. Variation of f'(z) and h(z) for different values of Ω and Pr = 7. 

 

Fig. 3. Temperature profile change for a wide range 

of Prandtl numbers and Ω = 1. 
 

Fig. 4. Effect of the number of collocation nodes N 

on the critical Grashof error. 
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a larger number of terms in order to avoid spurious nodes and 

preserve the prescribed precision.  

The stability analysis depicts that the critical conditions of 

the onset of thermal instability are significantly affected by disk 

rotation. Generally, one can observe that the disk radius (r), ro-

tation parameter (Ω) and Prandtl number (Pr) act to increase or 

decrease the stability of the flow. An overview of the stability 

properties of the basic flow can be seen from the sequence of 

neutral stability curves displayed in Fig. 5. We recall that each 

curve illustrates a minimum value (critical) of the Grashof num-

ber (Grc) for which the boundary layer is stable or unstable. The 

unstable state lies above the curve, while the opposite behaviour 

lies below it. As it can be seen from Fig. 5A, for typical values 

of the rotation parameter, an increase in Ω leads to 

a decrease in Grc. Therefore, increasing Ω acts to destabilize the 

basic flow (i.e. Grc decreases and the unstable regions are ex-

panding). This can be explained by the fact that the induced cen-

trifugal forces by increasing Ω tend to destabilize the basic flow 

as previously observed in Fig. 2. In Fig. 5B, the sensitivity of 

the base flow to small disturbances at various locations along 

the disk radius (r) is examined to distinguish between the most 

stable and the least stable positions. For the given values of r, 

the corresponding neutral stability curves show that as we ap-

proach the stagnation point, the Grc increases and the unstable 

modes become imperceptible as r→0. In this region, the flow 

remains more stable. In the opposite case, away from the stag-

nation point (r → ∞), Grc becomes very weak and the flow be-

comes unstable even without heating effect. 

To distinguish between stable and unstable regions along the 

disk radius, the results discussed in Fig. 5 can be interpreted in 

another aspect to check their validity. It is found that the same 

observation has been confirmed again. Figure 6 provides an 

overview of the critical Grashof number (Grc) as functions of the 

disk radius (r) for different values of Prandtl number and rota-

tion parameter (Ω). We can see that Grc grows rapidly to infinity 

when r → 0 (by approaching the stagnation point). However, the 

variation of Grc becomes significantly weaker and decreases  

 

Fig. 5. Neutral stability curves for different values of: A) rotation parameter Ω, B) disk radius r. 

 

Fig. 6. Critical Grashof number as a function of the disk radius: A) for different values of Pr, B) with varying Ω. 
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rapidly moving away from the stagnation point. The observa-

tions show that disturbances decrease as one approaches the 

stagnation point (at the vicinity of the stagnation point the flow 

remains stable) and increase significantly as one moves away 

from it as shown previously in Fig. 5B. For large values of r (far 

away from the stagnation point), the critical Grashof number can 

reach zero values and the flow becomes unstable even without 

the thermal effects. As well, the transition to a secondary flow 

is linked to viscous instability. 

More precisely, instability refers to the transition to  

a secondary flow, which occurs at a certain critical Grashof 

number. This transition can be explained by the influence of the 

buoyancy forces term in Eq. (19). The above results shown in 

the (k, Gr) plane indicated that the most unstable branches effec-

tively correspond to large values of rotation parameter and disk 

radius. However, strong thermal gradients notably produce an 

opposite effect, i.e. small values of Pr are reflected with an at-

tenuation of the instability region. 

Regarding the critical conditions for the appearance of insta-

bility. Figure 7 shows an overall overview of the evolution of 

the critical Grashof number (Grc) as function of Pr. For  

a given values of r and Ω, both figures show that Grc grows very 

rapidly when Pr → 0, i.e. a small change in the Pr affects signif-

icantly the stability threshold. However, when Pr → ∞ then Grc 

becomes insensitive to Pr and decreases suddenly with a large 

expansion of instability region as observed previously by 

Amaouche et al. [13]. This can be explained by the fact that, for 

low values of Pr, the thermal disturbances are promoted to be 

dissipated rapidly, and the variation in Grc number correspond-

ing to the most unstable mode remains imperceptible [15]. This 

means that larger thermal gradients are required to destabilize 

the basic flow. In contrast, for larger Prandtl numbers, thermal 

dissipation is slower and the thermal fields are predominated by 

the velocity fields, which make the equilibrium less stable. Also, 

the corresponding thermal boundary-layer thickness is weak, 

which promotes instability even close to the stagnation point. 

Concerning the rotation parameter, its influence on the stability 

of the basic flow changes for small and great Pr. For large Pr, Ω 

has a destabilizing effect while for small Pr (around the unity) it 

tends to stabilize the basic flow. 

The description of the physical mechanism governing this 

phenomenon was also carried out by establishing a concept to 

justify the occurrence of these fluctuations on the least stable 

and the most unstable branches. Figure 8 shows the temporal 

 

Fig. 8. Temporal growth rate as a function of wavenumber k for different values of Ω and Pr. 

 

Fig. 7. Critical Grashof number (Grc) as a function of Pr: A) for different values of disk radius (r), B) for different values of rotation parameter (Ω). 
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growth rate (ω) versus the wavenumber (k) for different values 

of Pr and Ω. Knowing that the stable region corresponds to neg-

ative values of temporal growth rate (ω < 0), while the unstable 

region corresponds to positive ones (ω > 0). At r = 1 and Gr = 

450 and 800, it is seen from both figures that an increase in the 

Prandtl number and rotation parameter leads to a progressive ex-

pansion of the most unstable modes. However, the results indi-

cate that the heating effect significantly increases the stability of 

the base flow, i.e. the most stable modes are improving as the 

Prandtl number decreases (Pr → 0) [19]. The graphs confirm 

that the effect of heating increases the stability of the flow while 

the effect of disk rotation decreases its stability. Within a spe-

cific range of the control parameters, the results also seem to 

confirm the stability analysis shown in Fig. 5. 

6. Conclusions  

In this paper, the thermal instability characteristics of three-di-

mensional stagnation point flow over a heated rotating disk is 

carried out under the effect of heat transfer, rotation parameter 

and disk radius. The eigenvalue problem governing the stability 

process has been constituted by applying linear stability theory, 

and solved numerically by making use of a pseudo-spectral 

method using Laguerre’s polynomials. Our findings provide 

a  significant contribution by examining the evolution of thermal 

instabilities in the boundary layer stagnation point flow under 

the appropriate control parameters, and the main results pre-

sented in this study can be summarized as follows:  

i) Thermal excitation generates three-dimensional instabili-

ties in the presence of heat transfer, which leads to a large 

critical Grashof number for the onset of instability. 

ii) An increase in fluid temperature gives a larger critical 

Grashof number for the onset of thermal instability. In ad-

dition, for quite small values of the Prandtl number, the 

flow tends to be in a stable state. 

iii) Expansion of unstable regions far from the stagnation point 

(r → ∞), and the opposite effect turns out to be observed 

as we approach it (r→ 0). This region appears to be the 

most stable area with a very high critical Grashof number. 

iv) The rotation parameter presents a destabilizing effect lead-

ing to the expansion of instability regions. 

In perspective, the work can be improved by investigating the 

spatio-temporal instabilities analysis in order to identify possi-

ble convective/absolute and local/global instabilities. In addi-

tion, the asymptotic analysis of the instability can be studied and 

it is of capital importance to further enhance the validity of the 

stable and unstable regimes.  
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1. Introduction 

Ejectors are highly reliable, almost free-maintenance and have 

no moving parts. They can be used for transporting and com-

pressing fluids and carrying out heat and mass transfer pro-

cesses. For an efficient operation, the proper design is needed to 

minimize flow losses. Numerical modelling gives a possibility 

to investigate and understand more deeply the influence of var-

ious design and operating parameters on the ejector perfor-

mance. 

Because of complex phenomena, which take place especially 

in the ejectors, researchers more and more often are using CFD 

(Computational Fluid Dynamics) modelling to take into account 

turbulent flow with heat and mass transfer processes, when the  

ejector is working in two-phase mode.  

Modelling of the flow in one-phase ejectors is connected 

with the appropriate reflection of the turbulent flow and thermo-

physical properties of fluids, which is especially important when 

dealing with gas ejectors working in subsonic and supersonic 

modes [1]. In one-phase ejectors, the momentum exchange oc-

curs as a result of turbulence, shock train formation and bound-

ary layer interactions [2].  

A 3D CFD model of the one-phase water ejector to compute 

friction losses was developed by Marum et al. [3]. Three differ-

ent turbulence models were used to calculate incompressible 

flow in the ejector and the kω SST model turned out to be  

the  most  suitable.  Various  turbulent approaches (standard kε, 
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Nomenclature 

a  – interfacial area per unit volume / interaction area density, 1/m 

a  – surface area vector, m2 

A – surface area, m2 

C  – coefficient,  

f  – dumping functions 

fb  – body force vector, N/m3  

�̇�  – mass flow rate boiling/condensation per unit volume, kg/(m3s) 

h  – heat transfer coefficient, W/ (m2K) 

H – total enthalpy, m2/s2 

I  – unit tensor 

k  – turbulent kinetic energy, J/kg 

l  – interaction length scale, m 

L – phase change heat, J/kg 

�̇�  – mass flow rate of steam, kg/s 

N – pressure ratio 

Nu – Nusselt number 

p  – pressure, Pa 

P  – production term, W/m3 

Pr  – Prandtl number 

r  – radius, m 

Re  – Reynolds number 

�̇�  – heat flux vector, W/m2 

Q  – heat transfer per unit volume, W/m3 

S  – source term, W/m3 or 1/s 

Sc  – Schmidt number 

t  – time scale, s 

T  – temperature, K 

T  –  viscous stress tensor, Pa 

v  – velocity, m/s 

V  – volume, m3 

 

Greek symbols 

α  – volume fraction 

γ  – temperature ratio 

ε  – turbulent dissipation rate, J/(kg s)  

η  – condensation efficiency, % 

θ  – expansion ratio 

λ  – heat conductivity, W/(m K) 

  – dynamic viscosity, Pas  

ξ  – compression ratio 

ρ  – density, kg/m3 

σ  – coefficient 

τ  – stresses, Pa 

 

Subscripts  

0  – specific/ambient value 

1,2 – ordering numbers  

c  – continuous phase 

CO2– carbon dioxide 

d  – at driving fluid inlet 

e  – energy/large eddy 

g  – at gas inlet  

i  – phase i 

j  – phase j 

k  – turbulent kinetic energy 

m – mixture 

o  – at diffuser outlet 

s  – steam 

t  – turbulent 

u  – phase 

w – water 

ε  – turbulent dissipation rate 

ϴ – angular direction 

μ  – viscosity 

 

Abbreviations and Acronyms 

CFD – computational fluid dynamics 

FVM – finite volume method 

XNP – nozzle exit position 

 

RNG kε, realizable kε and kω SST) using CFD techniques 

for modelling of the supersonic steam ejector were tested by 

Xiao et al.[4]. The level of agreement with experimental data of 

each model depends on various factors: the solver type (pressure  

vs. density based, mesh density, discretization scheme. The  

kω SST and realizable kε models with the two wall treatments 

are recommended. 

Two-phase ejector modelling is much more challenging due 

to complicated gas-liquid interfacial interactions and the possi-

bility of mass transfer between the phases. Therefore, know-

ledge of thermodynamic and mechanical non-equilibrium ef-

fects is crucial to develop reliable numerical models [5]. 

Koirala et al. [6] numerically investigated two-phase flow 

with condensation in a water-driven steam ejector using the Eu-

lerian method with a thermal phase-change model. Results show 

that the numerical model is an effective tool for solving complex 

flow with a phase change. A two-phase ejector operating with 

LNG (liquefied natural gas) as motive fluid and BOG (boiling 

off gas) as entrained fluid with the condensation process was 

computed using the CFD technique by Zheng et al. [7]. A mix-

ture model with the standard kε model was applied. Assari  

et al. [8] conducted numerical research where the water-air ejec-

tor was modelled using two different approaches: Eulerian-Eu-

lerian and mixture. The mixture model seems to be more effi-

cient considering computational time, convergence and con-

sistency with experimental data. 

Computational research leading to a better understanding of 

the jet behaviour and gas induction in a liquid-gas ejector was 

conducted by Sharma et al. [9]. The axisymmetric model with 

the Euler-Euler framework combined with the standard kε mo-

del was developed. It was concluded that adding the turbulent 

dispersion model causes the phase profile more dispersed. The 

mixing process of liquid and gas in the ejector was investigated 

by Wang et. al. [10] using the numerical model based on the 

steady-state two-fluid mixture model and realizable kε model. 

The turbulent mixing process was indicated as the most efficient 

mechanism. The influence of applying various turbulence mod-

els on the two-phase CO2 ejector operation was investigated by 

Majchrzyk et al. [11]. Multiphase flow was calculated using  

a homogeneous equilibrium model (HEM) taking into account 

real properties. The Reynolds Stress Model with linear pressure- 
 

strain approach gives the best prediction. 
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Operating conditions, working medium and design factors 

influence the ejector performance. In this study,  attention will 

be focused on those listed last. The performance is investigated 

mainly using dimensionless quantity like compression ratio, 

pressure ratio or entrainment ratio (volumetric or mass flow), 

Madejski et al. [12]. In the paper [12], the authors confirmed by 

simulation results with adopted characteristic curves of ejector 

operation that the mass flow rate of water strongly depends on 

the ejector design and entrainment ratio. 

CFD investigation of the nozzle diameter, nozzle exit posi-

tion (NXP), mixing length, diffuser curve and diameter in water-

water ejector was investigated by Reis et al. [13]. The following 

performance indicators were obtained: pressure ratio: 0.2–0.8; 

efficiency: 0–35%; entrainment ratio (volumetric): 0–7. In the 

optimized geometry, flow profiles are more homogeneous 

which is more profitable  less dissipative. The influence of the 

diffuser angle, mixing chamber length and nozzle position on 

the water-water ejector performance was investigated using 

CFD by Sheha et al. [14]. The obtained pressure ratio was in the 

range of 0.37–0.8 and the entertainment mass ratio up to 2. The 

maximum obtained efficiency was 37.8% for the optimal design. 

The entertainment ratio in the range of 0.5–2.6 for different 

chamber heights, mixing and diffuser diameters for the assumed 

compression ratios 1 and 1.17 was computed for an air-air ejec-

tor by Zhang et al. [15] using numerical simulation. Too small 

geometrical parameters lead to an increase in total pressure 

losses influenced by the shock wave intensity. The influence of 

NXP on the operation of an air-air (air+water) ejector was in-

vestigated numerically and experimentally by Chen et al. [16]. 

The obtained pressure ratio: 0.040.29 and entrainment ratio: 

0.050.45. The optimum NXP depends on the water mass flow 

rate and operation mode (one-phase, two-phase, critical, subcrit-

ical). The liquid content in the gas phase for different mixing 

chamber lengths was investigated by Yan et al. [17] using CFD. 

The achieved entertainment ratio was 0.15–0.45 and the op-

timal length varied depending on the liquid content in gases. 

Mohammadi [18] investigated numerically (CFD) the influence 

of the nozzle diameter,  mixing chamber diameter, throat diam-

eter, nozzle exit position on the multistage steam-air ejector per-

formance. The following nondimensional parameters were ob-

tained: compression ratio: 2.875, 4.25, 12.219 (multi-stage), the 

multistage ejector gives the possibility to achieve a high com-

pression ratio compared to the single stage ejector. 

Considering steam-steam ejectors, Foroozesh et al. [19] cal-

culated, using the CFD method, the ejector operation for various 

throat diameters of the primary nozzle. The achieved entertain-

ment ratio was in the range of 0.31–0.51. As a result of optimi-

zation, the entertainment ratio was improved by about 32%. 

Dong et al. [20], conducted CFD analysis of the influence of the 

mixing chamber length on the entertainment ratio and critical 

back pressure in a steam ejector. The entertainment ratio was up 

to 0.7 and the critical back pressure: 1.3–3.7 kPa. A too long mi-

xing chamber leads to a decrease in entrainment ratio and critical 

back pressure. Han et al. [21] investigated the steam ejector per-

formance for different throat diameters and NXPs using CFD. 

The achieved volumetric entertainment ratio was 0.01–1.2 and 

pressure ratio 0.0827. An excessively small or large throat di-

ameter and too large NXP strengthen the boundary layer sepa-

ration. 

In the analyzed solution of the ejector-condenser, the stream 

of primary fluid leaves the nozzle cross-section in a discrete 

form with a huge number of droplets. In the beginning, the water 

jet form can be noticed and the break-up of the jet depends on 

the physical properties of the fluids, surface tension and velocity 

[22]. The velocity of the outflow stream depends on the nozzle 

shape. A number of small-scale phenomena occur inside the 

nozzle [23–26], which affect the global characteristics of the de-

vice. Even when applying the most advanced 2D/3D numerical 

models, experimental investigation for verification of the results 

is required. The complex phenomenon inside two-phase ejector- 

condensers requires an advanced test stand to monitor thermal 

and flow conditions changing through the flow inside the ejector 

condenser. Madejski et al. [27,28] proposed assumptions and 

guidelines for building a prototype experimental test-rig instal-

lation for experimental research on direct contact condensers. 

Pressure change and temperature change along the flow of the 

mixture have to be monitored simultaneously because of the 

high instability of this phenomenon, which is also visible during 

CFD studies. 

This paper presents results of numerical investigations of the 

ejector condenser, designed to entrain steam-CO2 mixture and 

condense steam with the presence of inert gas. A basic geomet-

rical model has been developed to provide the most efficient 

condensation process. The expected compression ratio resulting 

from the created sub-pressure at the gas inlet is relatively low 

(max. 1.25). A CFD model with the use of mixture approach and 

realizable two-layer kε turbulence model was used to develop 

a numerical model of the ejector condenser, allowing us to cap-

ture the phenomenon complexity. The influence of changing ge-

ometrical parameters on the ejector performance was evaluated. 

2. The object of the research 

The research object is the ejector condenser, which is part of the 

Negative CO2 Emission Gas Power Plant [29]. The scheme of 

the ejector is presented in Fig. 1, and detailed dimensions for the 

basic model are presented in Table 1. 

 

 

 

 

 

 

 

 

 

 
Fig. 1. Spray ejector-condenser. 
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3. Numerical model 

3.1. Assumptions and boundary conditions 

The axisymmetric numerical model was developed using  

a Simcenter STAR-CCM+ software based on the finite volume 

method (FVM). Model parameters at the boundary surfaces are 

presented in Fig. 2. Water properties are assumed to be constant. 

Steam and CO2 properties are assumed to be temperature-de-

pendent based on the IAPWS-IF97 [30] and NIST library [31], 

respectively. 

 

 

 

 

 

 

 

 

 

3.2. Numerical mesh 

The polyhedral-elements-based mesh was developed. Mesh-

sensitivity analysis was conducted based on the pressure charts 

along the flow path for meshes with different base sizes pre-

sented in Fig. 3. The pressure measurement points were located 

directly near the wall and the presented length is a distance from 

the motive nozzle outlet. Meshes 1–5 are characterized by the 

following number of elements: 60 787, 174 895, 387 221, 

820 753, and 1 302 936. Taking into account the change of the 

solution during mesh refinement, the stability of the calculation 

and the available computing power, mesh 4 was selected.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The suction chamber and the beginning of the mixing cham-

ber for mesh 4 is presented in Fig. 4.  

 

 

 

 

 

 

 

 

 

 

The base size of the chosen mesh element is 0.077 mm. It 

gives 820 753 elements for basic geometry and differs slightly 

depending on the geometry modification. The inflation layer is 

applied with the following properties: 3 layers, 0.03 mm total 

thickness and 1.6 growth ratio. The mesh was also locally re-

fined, e.g. at the motive nozzle's trailing edge, where large pres-

sure and velocity gradients occur.  

3.3. Parameters definition 

The main parameters in this paper include the compression ratio, 

expansion ratio, pressure ratio, mass entrainment ratio, temper-

ature ratio and condensation efficiency.  

The compression ratio 𝜉 is the ratio between the pressures at 

the diffuser outlet 𝑝𝑜 and gas inlet 𝑝𝑔 (Eq. (1)): 

 𝜉 =
𝑝𝑜

𝑝𝑔
. (1) 

The expansion ratio 𝜃 is the ratio between the pressures at the 

driving fluid inlet 𝑝𝑑 and gas inlet 𝑝𝑔 (Eq. (2)): 

 𝜃 =
𝑝𝑑

𝑝𝑔
. (2) 

The pressure ratio 𝑁 is expressed in terms of pressures at the 

inlets: 𝑝𝑔, 𝑝𝑑  and diffuser outlet 𝑝𝑜 (Eq. (3)): 

 𝑁 =
𝑝𝑜−𝑝𝑔

𝑝𝑑−𝑝𝑜
. (3) 

The temperature ratio 𝑘 is expressed in terms of temperatures 

at the inlets: 𝑇𝑔, 𝑇𝑑  and diffuser outlet 𝑇𝑜 (Eq. (4)): 

 𝛾 =
𝑇𝑜−𝑇𝑔

𝑇𝑑−𝑇𝑜
. (4) 

The condensation efficiency 𝜂 is expressed in terms of steam 

mass flow rate at the gas inlet �̇�𝑔 and diffuser outlet �̇�𝑜. It de-

scribes how much steam has been condensed in the mixing 

chamber and diffuser (Eq. (5))  

 𝜂 = (1 −
�̇�𝑜

�̇�𝑔
) ∙ 100%. (5) 

3.4. Models and governing equations 

The mixture model, based on the Euler-Euler approach, is used 

to calculate multiphase flow. The governing equations of mass, 

momentum and energy are presented in Eqs. (6)–(8), and vol-

ume fractions of water, steam and CO2 are presented in  

Table 1. Ejector-condenser dimensions.  

Parameter Value Parameter Value Parameter Value 

DMN_1[mm] 25.4 DDIF [mm] 100.0 𝛾MN_3 [o] 45.0 

DMN_2[mm] 3.0 LMIX [mm] 1050.0 𝛾SN [o] 45.0 

DMN_4[mm] 40.0 LMCH [mm] 25.0 𝛾DIF [o] 10.0 

DMIX [mm] 25.4 𝛾MN_1 [o] 30.0 - - 

 

 
Fig. 2. Boundary conditions. 

 
Fig. 3. Mesh independence study for ejector-condenser  

numerical analysis (0 mm – motive nozzle outlet). 

 

Fig. 4. Mesh at the suction chamber and at the beginning  

of the mixing chamber. 
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Eqs. (9)–(11). The momentum conservation equation (Eq. (7)) 

uses cylindrical coordinates because the axisymmetric model is 

used. It is assumed that the circumferential velocity and the cir-

cumferential gradients are zero.  

 ∫ 𝜌𝑚𝒗𝑚
 

𝐴
∙ 𝑑𝒂 = 0, (6) 

 ∮ 𝜌𝑚(𝒗𝑚𝒗𝑚) ∙ 𝒓𝑑𝑠
 

𝜕𝐴
= − ∮ 𝑝𝐈

 

𝜕𝐴
∙ 𝒓𝑑𝑠 + ∮ 𝐓𝑚

 

𝜕𝐴
∙ 𝒓𝑑𝑠 +  

 + ∫
1

𝑟

 

𝐴
[

0
𝑝 − 𝜏𝜃𝜃

0
] ∙ 𝒓𝑑𝐴 + ∫ 𝒇𝑏

 

𝐴
𝑑𝐴, (7) 

 ∫ 𝜌𝑚𝐻𝑚
 

𝐴
𝒗𝑚 ∙ 𝑑𝒂 = − ∫ �̇� ∙

 

𝐴
𝑑𝒂 +  

 + ∫ (𝐓𝑚 ∙ 𝒗𝑚) ∙
 

𝐴
𝑑𝒂 + ∫ (𝒇𝑏 ∙ 𝒗𝑚 + 𝑆𝑒) ∙ 𝑑𝑉

 

𝑉
, (8) 

 ∫ 𝛼𝑤𝒗𝑚 ∙
 

𝐴
𝑑𝒂 = ∫ 𝑆𝑤

 

𝑉
𝑑𝑉 + ∫

𝜇𝑡

Sc𝑡𝜌𝑚
𝛻𝛼𝑤 ∙ 𝑑𝒂

 

𝐴
, (9) 

 ∫ 𝛼𝑠𝒗𝑚 ∙
 

𝐴
𝑑𝒂 = ∫ 𝑆𝑠

 

𝑉
𝑑𝑉 + ∫

𝜇𝑡

Sc𝑡𝜌𝑚
𝛻𝛼𝑠 ∙ 𝑑𝒂

 

𝐴
, (10) 

 ∫ 𝛼𝐶𝑂2𝒗𝑚
 

𝐴
∙ 𝑑𝒂 = ∫

𝜇𝑡

Sc𝑡𝜌𝑚
𝛻𝛼𝐶𝑂2 ∙ 𝑑𝒂

 

𝐴
. (11) 

In Eq. (7), 𝒗𝒎 =(𝑣𝑧𝑣𝑟𝑣𝜃)𝑇 and the third right hand side term 

contains a tensor [
0

𝑝 − 𝜏𝜃𝜃

0
].  

The realizable two-layer kε model was used to calculate tur-

bulence. The turbulent dynamic viscosity t is calculated ac-

cording to Eq. (12). Two transport equations for turbulent ki-

netic energy are solved: for turbulent kinetic energy k (Eq. (13)) 

and turbulent dissipation rate ε (Eq. (14)). 

 𝜇𝑡 = 𝜌𝐶𝜇𝑓𝜇𝑘𝑇, (12) 

   𝛻 ∙ (𝜌𝑘�̅�) = 𝛻 ∙ [(𝜇 +
𝜇𝑡

𝜎𝑘
) 𝛻𝑘] + 𝑃𝑘 − 𝜌(𝜀 − 𝜀𝑜) + 𝑆𝑘, (13) 

 𝛻 ∙ (𝜌𝜀�̅�) = 𝛻 ∙ [(𝜇 +
𝜇𝑡

𝜎𝜀
) 𝛻𝜀] +

1

𝑡𝑒
𝐶𝜀1𝑃𝜀 +  

  −𝜌𝐶𝜀2𝑓2 (
𝜀

𝑡𝑒
−

𝜀𝑜

𝑡0
) + 𝑆𝜀. (14) 

The condensation is calculated using a thermally driven 

model where the rate of boiling/condensation depends on heat 

transfer between saturated interphase boundary surfaces and 

phases. The interphase mass flow rate �̇� per unit volume be-

tween steam s and water w can expressed as in Eq. (15) 

 �̇� 
(𝑠 𝑤) =

𝑄𝑠
(𝑠 𝑤)

+𝑄𝑤
(𝑠 𝑤)

𝐿𝑠 𝑤
. (15) 

One of the parameters that determine the heat transfer rate Q 

is the heat transfer coefficient h (Eq. (16)). It depends on the 

continuous phase (steam) heat conductivity λc, Nusselt Number 

Nu and interaction length scale l (droplet diameter) 

 ℎ 
(𝑠 𝑤) =

𝜆𝑐𝑁𝑢

𝑙
. (16) 

The Nusselt number was calculated using the Ranz-Marshal 

approach supplemented with the Armenante-Kirwan correlation 

[32] for condensation on water droplets (Eq. (17)) 

 Nu = 2 + 0.6Re𝑡
0.5Pr𝑐

0.33. (17) 

The Nusselt Number, thereby the heat transfer coefficient 

has been corrected by the correlation from Borishanskiy et al. 

[33], (Eq. (18)), where ℎ̅𝑐𝑜2
 denotes the heat transfer coefficient 

with inert gas and ℎ̅  in the absence of inert gas 

 
ℎ̅𝑐𝑜2

ℎ̅
= 1 − 0.25 ∙ (𝛼𝐶𝑂2

)0.7. (18) 

Validation has been developed based on the results from the 

spray ejector condenser experimental rig located at AGH for the 

same boundary conditions. A detailed description of the design 

of the experimental rig and measurement devices is presented 

by Madejski et al. [34]. Pressure sensors were located near the 

wall at gas and water inlets, and temperature sensors were at the 

ejector outlet. A good agreement is obtained for the gas inlet 

pressure and outlet temperature, and moderate agreement for the 

water inlet pressure (see Table 2). 

 

 

 

 

 

 

 

 

 

4. Results 

4.1. Motive nozzle diameter 

The following nozzle diameters are considered: 2.6 mm,  

2.8 mm, 3.0 mm (basic mode), 3.2 mm, and 3.6 mm for various 

types of boundary conditions at the water inlet: velocity and 

pressure. Figure 5 shows the pressure contours located in the 

suction chamber for various motive nozzle diameters for a con-

stant velocity boundary condition at the water inlet. The pressure 

difference is high: from 7 bar for the largest nozzle diameter  

(3.6 mm) to 23 bar for the smallest one (2.6 mm). 

Cross-sectional average pressure and steam mass flow charts 

along the flow path for velocity and pressure boundary condi- 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2. Validation of the CFD results. 

 
Gas inlet  

pressure, bar 
Water inlet 

pressure, bar 
Outlet  

temperature, K 

CFD 0.97 13.5 327.33 

Experiment 0.95 15.6 321.60 

Error, % 2.3 13.5 1.8 

 

 

Fig. 5. Pressure contours in the suction chamber for various motive  

nozzle diameter for constant velocity boundary conditions. 
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tions (b.c.) at the water inlet are presented in Figs. 6, 7 and  

Figs. 8, 9, respectively. Considering the constant velocity (mass 

flow rate) at the water inlet: smaller nozzle diameters create  

a greater sub-pressure at the gas inlet (up to 0.91 bar) and inten-

sify the condensation process, which can be noticed in the more 

rapid decrease in steam mass flow. A reverse trend can be no-

ticed for pressure boundary conditions at the water inlet: better  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

performance (condensation insensitivity, lower gas inlet pres-

sure) is achieved for nozzles with higher diameters. 

Velocity contours for various nozzle diameters are presented 

in Fig. 10 and Fig. 11 for velocity and pressure b.c. at the water 

inlet, respectively. The highest velocity occurs in the region of 

the water jet, especially at the beginning of the mixing chamber. 

Considering constant velocity b.c. at the water inlet (constant 

mass flow rate), the smaller the nozzle diameter, the higher the 

velocity of the mixture. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 6. Average pressure change along the flow path for velocity b.c.  

at water inlet (0 mm – motive nozzle outlet). 

 
Fig. 7. Average pressure change along the flow path for pressure b.c.  

at water inlet (0 mm – motive nozzle outlet). 

 
Fig. 8. Average steam mass flow change along the flow path for  

velocity b.c. at water inlet (0 mm – motive nozzle outlet). 

 
Fig. 9. Average steam mass flow change along the flow path for  

pressure b.c. at water inlet (0 mm – motive nozzle outlet). 

 
Fig. 10. Velocity contours for various nozzle diameters for constant velocity b.c. 
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The maximum velocity of about 70 m/s is achieved for the 

nozzle diameter 2.6 mm, and it occurs near the ejector axis. For 

the 3.6 mm diameter, the mixture velocity in the mixing cham-

ber is uniform and about 30 m/s. Regarding velocity contours 

for pressure b.c. differences are not clearly visible between dif-

ferent nozzles diameters. The mixture velocity does not exceed 

50 m/s. 

Steam volume fraction contours for various nozzle diameters 

for velocity b.c. are presented in Fig 12. Lower values of steam 

volume fraction occur in the water jet region. Some part of the 

steam still exists near the outlet in all cases.  

The performance analysis based on non-dimensional ejector 

indicators for different motive nozzle diameters considering two 

types of b.c. (velocity and pressure) is presented in Table 3. The 

compression ratio ranges between 1.003–1.113 and the pressure 

ratio 0.0017–0.0046. The maximum value is obtained for  

the motive nozzle diameter 2.6 mm for velocity b.c. Considering 

pressure b.c., the greatest compression ratio is obtained for  

the motive nozzle diameter 3.6 mm (1.054 and 4.844, respec-

tively) but it is connected with quite a low mass entrainment ra-

tio (0.0205). Considering the condensation efficiency, it varies 

significantly depending on the b.c. type at the water inlet and 

motive nozzle diameter. The highest 91.4% is obtained for the 

motive nozzle diameter 2.6 mm and velocity b.c. at the water 

inlet. The lowest 49.6% is achieved for the same motive nozzle 

diameter but for pressure b.c. at the water inlet. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11. Velocity contours for various nozzle diameters for constant pressure b.c. 

 

Fig. 12. Steam volume fraction contours for various nozzle diameters for constant pressure b.c. 
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4.2. Mixing chamber diameter 

Three mixing chamber diameters are taken into account: 20 mm, 

25 mm (basic mode), and 30 mm. The mixing chamber diameter 

can be manipulated in two ways: shortening the size of the ex-

haust gas inlet line or slightly reducing the length of the mixing 

chamber (marked as *). The cross-sectional average pressure 

and temperature charts for the various mixer diameters are pre-

sented respectively in Fig. 13 and Fig. 14. Increasing the diam-

eter of the mixing chamber causes the outlet temperature to be 

higher. It indicates that the condensation process is more inten-

sive. Reducing the diameter leads to a decrease in the perfor-

mance of the ejector: pressure losses can be observed in the mix-

ing chamber, and outlet temperature is reduced.  

 

Figure 15 shows the velocity contours for different mixing 

chamber diameters. A significantly higher mixture velocity 

(45−55 m/s) for a 20 mm mixing chamber diameter is observed. 

It can be the reason for the high-pressure losses. Moreover, the 

highest value of velocity occurs in the water jet region for  

25 mm and 30 mm mixing chamber diameters. For the 20 mm 

diameter, the velocity value is high in the gas region near the 

mixing chamber wall. 

Temperature contours for various mixing chamber diameters 

are presented in Fig 16. The differences in the radial direction 

are visible. With a 20 mm mixing chamber diameter, the tem-

perature becomes uniform much more quickly. Fluctuation of 

the temperature in the diffuser can be observed due to the mixing 

and condensation processes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 13. Average pressure change along the flow path for various  

mixing chamber diameters (0 mm – motive nozzle outlet). 

Table 3. Performance analysis for various motive nozzle diameters using different b.c. at the water inlet. 

B.c. at the water inlet 
Motive nozzle 
diameter, mm 

Compression 
ratio ξ,  

Expansion  
ratio ϴ,  

Pressure  
ratio N,  

Mass enter-
tainment ratio ωM,  

Temperature 
ratio γ,  

Condensation 
efficiency η, % 

V
e

lo
ci

ty
 

2.6 1.113 25.506 0.0046 0.0295 2.972 91.4 

2.8 1.056 18.479 0.0032 0.0295 3.192 70.9 

3.0 1.044 13.912 0.0035 0.0295 3.283 62.7 

3.2 1.016 10.875 0.0016 0.0295 3.356 58.8 

3.6 1.003 7.131 0.0005 0.0295 4.526 56.0 

P
re

ss
u

re
 

2.6 1.021 13.759 0.0017 0.0394 2.319 49.6 

2.8 1.025 13.843 0.0020 0.0339 2.769 56.8 

3.0 1.047 13.937 0.0036 0.0295 3.243 62.5 

3.2 1.034 14.031 0.0026 0.0259 3.691 69.5 

3.6 1.054 14.275 0.0041 0.0205 4.844 84.5 

 

 
Fig. 14. Average pressure change along the flow path for various  

mixing chamber diameters (0 mm – motive nozzle outlet). 

 
Fig. 15. Velocity contours for various mixing chamber diameters. 
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Condensation mass flow contours for various mixing cham-

ber diameters are presented in Fig. 17. The condensation occurs 

mainly in the water jet region. The maximum value of conden-

sation mass flow per unit volume is about 100 kg/m3s. There are 

no clear differences between the contours for different mixing 

chamber diameters. 

Performance analysis using performance ejector indicators 

for various mixing chamber diameters is presented in Table 4. 

The highest compression ratio is achieved for the 25 mm mixing 

chamber diameter (basic mode). Considering the 20 mm mixing 

chamber diameter, no pressure lift is observed because the com-

pression ratio is around 1. An increase in the mixing chamber 

diameter causes the compression ratio and temperature ratio to 

be lower. The mass entrainment ratio is the same for all consid-

ering cases because of constant mass flow rate/velocity b.c. at 

the water and gas inlet. The condensation efficiency is higher 

for the increased mixing chamber diameter. 

5. Conclusions  

An axisymmetric CFD model of the ejector condenser was de-

veloped to investigate the ejector performance and condensation 

intensity for various design modes. The presence of three phases 

 water, steam and CO2 was considered using the mixture 

model. A thermally-driven model with the applied Nusselt cor-

relation for direct contact condensation was used to calculate the 

condensation. A mesh independence test and the comparison 

with the experimental results were performed. The analysis con-

sidered two geometrical parameters: motive nozzle diameter 

(for two types of b.c. at the water inlet) and mixing chamber 

diameter.  

Changing the diameter of the motive nozzle significantly af-

fects the generated pressures and the efficiency of vapour con-

densation. For the assumed constant flow rate of the motive wa-

Table 4. Performance analysis for various mixing chamber diameter. 

Mixing chamber 
diameter, mm 

Compression 
ratio ξ, 

Expansion 
ratio ϴ, 

Pressure 
ratio N, 

Mass entertainment 
ratio ωM, 

Temperature 
ratio k, 

Condensation 
efficiency η, % 

20 0.999 13.646 -0.0001 0.0295 4.534 57.9 

20* 0.998 13.651 -0.0002 0.0295 4.393 59.8 

25 1.044 13.912 0.0035 0.0295 3.283 62.7 

30 1.027 13.894 0.0021 0.0295 3.178 68.1 

30* 1.029 13.928 0.0023 0.0295 3.171 66.8 

 

 

Fig. 16. Temperature contours for various mixing chamber diameter. 

 

Fig. 17. Condensation mass flow contours for various mixing chamber diameter. 
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ter, decreasing the diameter from 3.0 mm to 2.6 mm is more 

profitable: lower pressure at the gas inlet and less steam at the 

outlet (better condensation intensity). For the assumed constant 

pressure at the motive water inlet, increasing the diameter from  

3.0 mm to 3.6 mm improves the compression effect and conden-

sation performance. 

Reducing the mixing chamber diameter from 25 mm to  

20 mm diameter causes a significant growth in the velocity of 

the mixture and leads to pressure losses and a decrease in the 

condensation efficiency. Increasing the diameter to 30 mm de-

creases the compression ratio by about 1.5%, and the condensa-

tion efficiency by about 6.5%–8.6%.  

Results show that the developed CFD model which reflects 

multiphase turbulent flow with phase change in the spray ejector 

can be helpful for investigating thermal-flow phenomena and 

assessing the influence of the chosen geometric parameters on 

the ejector performance. Results also indicate the direction of 

further design improvements. Future work should investigate 

other geometrical parameters that can significantly affect the 

performance.  
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1. Introduction 

A recent report by the International Energy Agency (IEA) in 

2023 states that global energy-related emissions have reached 

36.8 billion tons in the year 2022, which made the limiting 

global average temperature to 1.5°C by 2100 impossible. The 

expeditious actions by the conference of the parties (COP) will 

make it possible to limit the temperature to 1.7°C. Among the 

pathways suggested for limiting the increasing temperature in  

 

the energy sector, the carbon capture and storage (CCS), carbon 

capture utilization and carbon dioxide removal are among the 

many methods [1]. According to the Intergovernmental Panel on 

Climate Change (IPCC), as an effort to limit the global average 

temperature to below 2°C and to achieve net zero emission or 

’negative emissions’, the Bioenergy with Carbon Capture and 

Storage (BECCS) appears to be a feasible option [2], which can 

reach a potential of capturing 50 Mt CO2/year by 2030 [3]. 

BECCS results in utilization of byproducts obtained from the 
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Abstract 

In this study, the thermodynamic analysis of a combined cycle gas turbine integrated with post-combustion carbon capture and 
storage using the solvent method is performed. The syngas obtained from the gasification of sewage sludge is mixed with methane 
and nitrogen-rich natural gas fuels at different proportions, used in the gas turbine, and the properties of fuel and flue gases are 
analyzed. The flue gas obtained from the fuel mixture is passed through the post-combustion carbon capture and storage at various 
load conditions to assess the heat and electricity required for the carbon capture process. The solvent used for the carbon capture 
from flue gases enables CO2 capture with the high efficiency of 90%. With the calculated results, the load conditions of flue gas 
using fuel mixtures are identified, which reduces the heat and power demand of post-combustion carbon capture and storage and 
provides the possibility to achieve neutral emission. The impact of selected operating conditions of post-combustion carbon 
capture and storage on the CO2 emission reduction process and on the power plant performances is investigated. Considering the 
factors of electricity generation, energy efficiency, heat supply to the consumers, operating load of post-combustion carbon cap-
ture and storage and CO2 emission, the 50% mixture of syngas with both fuels performs better. Also, the use of a mixture of  
2-amino-2methyl-1-propanol and piperazine with reboiler duty 3.7 MJ/kgCO2 in post-combustion carbon capture and storage 
slightly enhanced the performance of the power plant compared to the use of monoethanolamine with reboiler duty  
3.8 MJ/kgCO2.  

Keywords: Thermodynamic modelling; Combined Cycle Gas Turbine; Post-combustion carbon capture and storage;  

CO2 capture; Negative emission 
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Nomenclature 

Abbreviations and Acronyms 

AEEA – aminoethyl ethanolamine 

AMP – 2-amino-2methyl-1-propanol 

BAE – 2-(butylamino)ethanol 

BECCS – bioenergy with carbon capture and storage 

CCGT – combined cycle gas turbine 

CCS – carbon capture and storage 

COP – conference of parties 

DEA – diethanolamine 

DETA – diethylenetriamine 

DHN – district heating network 

EAE – 2-(ethylamino)ethanol 

EGBE – 2-butoxyethanol 

HP  – high pressure 

HRSG – heat recovery steam generator 

IEA – International Energy Agency 

IPCC - intergovernmental panel on climate change 

LP  – low pressure 

MAE – 2-(methylamino)ethanol 

MDEA – methyl diethanolamine 

MEA – monoethanolamine 

PCCS – post-combustion carbon capture and storage 

PZ  – piperazine  

thermochemical conversion process and integration with carbon 

capture technology, which helps not only to fight the climate 

change crisis but also to satisfy the energy demand [4]. 

The use of natural gas in combined cycle gas turbines 

(CCGT) integrated with post-combustion carbon capture 

(PCCS) provides low carbon emission and the possibility of 

achieving higher efficiency of CO2 capture at a lower opera-

tional cost. During the steady state operation, CCGT with PCCS 

can provide a gross efficiency of 58% [5]. The cost saving of 

CCGT integrated with PCCS depends upon the effective opera-

tion of the power plant. When the electricity price is higher, the 

CCGT operation focuses on power generation and reduces the 

CO2 capture process, thus producing more power output by re-

ducing the energy penalty of CCS. When the carbon price is 

higher, the focus will be changed to the carbon capture process 

[6]. 

Post-combustion carbon capture works on low CO2 concen-

trations and has minimised pressure loss when operated using 

solvents. Monoethanolamine (MEA), diethanolamine (DEA), 

methyl diethanolamine (MDEA), aminoethyl ethanolamine 

(AEEA), diethylenetriamine (DETA) are the most commonly 

used solvents in PCCS [7]. The PCCS process using chemical 

absorption solvents has a high carbon capture efficiency of 90% 

– 99% [8]. Despite amine loss and corrosion of utensils during 

the CO2 capture process, MEA is the most widely used solvent 

due to its operation under partial pressure, capture rate and 

chemical kinetics [9]. The steam from the steam cycle of the 

power plant is used for the regeneration of the CO2 capture pro-

cess when operating PCCS is integrated with a power plant. Up 

to 10% of efficiency is reduced during the extraction of steam in 

the power plant due to the energy penalty, which can be mini-

mized by introducing supplementary equipment such as a sup-

plementary steam turbine [10]. Wu et al. [11] state that the in-

troduction of solar energy for the PCCS regeneration process 

has improved the power generation in the steam cycle, which 

reduced the energy penalty to 6.93%. 

The use of a single amine in PCCS has the drawback of con-

suming higher energy for regeneration and a lower absorption 

rate. Nowadays the use of blended solvents is gaining more at-

tention because of the higher CO2 capture rate and lower energy 

required for regeneration [12]. A simulation comparison by 

Ding et al. [13] shows that the blending of piperazine (PZ) with 

MEA and MDEA shows better performance by reducing regen-

eration energy and making the process more cost-effective com-

pared to MEA and blended MEA-MDEA amines. Ping et al. 

[14] experimental study of nonaqueous secondary alkanola-

mines 2-(methylamino) ethanol (MAE), 2-(butylamino) ethanol 

(BAE) and 2-(ethylamino) ethanol (EAE) with 2-butoxyethanol 

(EGBE) used for the CO2 capture process shows the blend of 

EGBE with BAE has a lower regeneration energy of 1.73 MJ/ 

kgCO2 compared to MEA which is 3.8 MJ/kgCO2. The experi-

mental study of blend solvents 2-amino-2methyl-1-propanol 

(AMP)-PZ-MEA with MEA shows that the blend of 6M–7M 

AMP-PZ-MEA solvents has 1.5–2.5 times higher mass transfer 

coefficient and better CO2 capture rate than 5M MEA [15]. 

Due to the volatility of amine, the emission of amine with 

ammonia and other compounds occurs during oxidative degra-

dation. This depends upon various factors such as operating con-

ditions and the composition of flue gases, which can be reduced 

by cooling the treated flue gas at the outlet of the absorber, 

which is done by adding a water wash column [16]. 

Mathematical modelling of complex energy systems is 

a helpful tool in the analysis of conventional systems [17,18], 

those based on renewable energy sources [19], or hybrid energy 

systems [20]. Tools for the simulation of thermodynamics pro-

cesses developed in recent years are increasingly popular,  

e.g. Aspen Plus, Aspen Hysys, GateCycle, IpsePRO or Ebslion 

Professional are used in the presented case [21,22]. 

The novelty of the study is that it identifies the CO2-neutral 

fuel mixture and shows simulation results of the performance of 

CCGT when integrated with PCCS. CCGT is operated using the 

fuels methane and nitrogen-rich natural gas mixed with syngas 

obtained from gasification of sewage sludge at different propor-

tions of 25%, 50% and 75%. The flue gas produced from CCGT 

is passed at different load conditions from 50% to 100% for CO2 

removal to PCCS using the solvent method. Two different aque-

ous solvents 30wt% MEA and a blend of 16wt% AMP – 14wt% 

PZ are used in PCCS. The extraction of steam from CCGT for 

amine regeneration has an impact on the power plant perfor-

mance. Based on the power generation, DHN heat supply, emis-

sion parameters and the regeneration energy of solvents in 

PCCS, the CO2-neutral fuels are identified. 

2. Model and simulation description 

The thermodynamic model of Ebsilon [23] for flows of pure wa-

ter/steam and data of IPAWS-IF97 [24] were used. The Red-
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lich–Kwong–Soave real gas formulation [25] and NIST [26] 

data for calculating MEA mixture properties were adopted. The 

equations of state, mass and energy balances were resolved iter-

atively, with a convergence criterion set to 10−9. This referred 

to the relative deviation between the second-last and the last it-

eration step for mass flow, pressure and enthalpy. 

A model of CCGT operated with two Siemens SGT-800 gas 

turbines with a maximum power of 50.5 MW per turbine and 

a steam turbine with a maximum power of 65 MW is developed. 

The outlet gas from the gas turbine at 553°C is passed through 

the heat recovery steam generators (HRSGs) with high pressure 

(HP) and low pressure (LP) steam levels to produce steam for 

the steam turbine. An economizer is included at the last stage of 

HRSG for a district heating network (DHN) along with a heat 

exchanger, in which steam from the steam turbine is used as a 

hot stream to supply heat to the water. When using different 

fuels in the developed model of CCGT, the gas turbines increase 

the fuel mass flow to operate at full efficiency of 38.1%, which 

also depends upon the calorific value of the fuel. Gas fuels such 

as methane and N2-rich natural gas are used in gas turbines. To 

measure the possibility of achieving a ‘negative CO2 emission’, 

syngas is mixed with the fuel at different proportions as 25%, 

50% and 75%. When operating CCGT with PCCS, CGGT is al-

ways kept in full load condition and the flue gas to PCCS is di-

rected with various load conditions between 50% and 100%. 

When supplying steam to the DHN heat exchanger and PCCS 

for amine regeneration, the power generation in the steam cycle 

varies with changing the behaviour of CCGT. 

PCCS uses an aqueous solution of 30wt% MEA and 

16wt%+14wt% of AMP-PZ solvents and has a CO2 capture ef-

ficiency of 90% and rich CO2 loading of 0.5, 0.62 and 0.86 mol-

CO2/mol-amine, respectively. The absorber operates at 40°C, 

1 bar and the stripper operates at 120°C, 2 bar, respectively. The 

model incorporates mass and energy balance equations to ensure 

accurate simulation of the entire process. These balances ac-

count for the flow rates, temperatures and pressures of all 

streams entering and exiting each component. The reaction 

mechanism between the amines (MEA, AMP-PZ) and CO2 in 

flue gas is manually described within the absorber component, 

as CO2 is selectively separated from the flue gas stream based 

on the capture efficiency. CO2 is then mixed with the amine so-

lution, resulting in the formation of rich amine flow at the bot-

tom outlet of the absorber. A water wash system is added to the 

top of the absorber to minimize solvent emission by cooling the 

low CO2 flue gas stream exiting the absorber, thereby condens-

ing and capturing any solvent vapours before they are released 

into the atmosphere. The rich amine from the absorber is pre-

heated before it enters the stripper. The rich amine solution is 

further heated in a reboiler using steam from CCGT. This heat-

ing process facilitates the separation of CO2 from amine. When 

the amine flows back inside the stripper, CO2 gets separated ex-

iting the top of the stripper. The reaction mechanism in the strip-

per is described similarly to the absorber component, where CO2 

is separated using the separator component of the model accord-

ing to the lean amine loading from the amine stream from the 

reboiler to the stripper after heating. The separated CO2 is cooled 

and compressed up to 110 bar at the CO2 compression system. 

Based on the Gorzów CCGT power plant in Poland [27] and 

the theoretical analysis of PCCS using the solvent method for 

different flue gases, a model of CCGT integrated with PCCS as 

in Fig. 1 is developed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Based on the rich CO2 loading calculation and depending 

upon the CO2 at the PCCS inlet, the required amount of lean 

solvent is given as input to the absorber model [28]. The model 

increases or decreases the flow of amine required for the capture 

to the absorber, considering the flow of CO2 in the flue gas. Due 

to the absence of gas-to-liquid phase mass transfer and chemical 

reaction in the simulation, the internal reactions are manually 

described in the model using the study. 

3. Results and discussion  

3.1. Fuel composition and emission 

The composition of the fuels and mixture of fuels used in the gas 

turbine for combustion such as methane with syngas and N2-rich 

natural gas with syngas at different proportions changes with an 

increase in the proportion of syngas along with a change in the 

lower heating value (LHV) of the fuels. LHV of methane,  

 

Fig. 1. Model of CCGT integrated with PCCS developed using Ebsilon® Professional 16. 
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N2-rich fuel and syngas are 50.5 MJ/kg, 18.63 MJ/kg and  

17.08 MJ/kg, respectively. The presence of CO2 content in syn-

gas increases the CO2 content in the other fuels when mixed. 

When mixing syngas with the other fuels, the lower heating 

value changes due to the increasing syngas content in the fuel, 

and the CO2 content increases. The fuels and the mixture of fuels 

are given as an input to the gas turbine at 30 bar and 25°C. The 

fuels and mixture of fuels are used in the gas turbines of CCGT 

and CO2 emissions are analyzed as in Fig. 2. Due to the CO2 

content in fuel, the combustion of the fuels results in an increase 

in CO2 emission in flue gas with an increased syngas proportion. 

After various stages of HRSG, the flue gas at 0.885 bar and 

104.6 °C is passed to PCCS for CO2 removal process. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

When the flue gas passes through PCCS at different load 

conditions, the flue gas diverted from PCCS is passed directly 

into the atmosphere. When passing flue gases to PCCS at differ-

ent proportions from 50% to 100%, the CO2 content at the inlet 

of PCCS gets reduced as in Fig. 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.2. Performance of CCGT without PCCS 

The change in content of the fuel when mixed with syngas does 

not have any adverse effects on the performance of CCGT with-

out PCCS. This is because the gas turbine adjusts the mass flow 

rate of the fuel according to its LHV, ensuring consistent perfor-

mance. With the maximum load of DHN heat supply of 54 MW, 

gas cycle power generation is 100.72 MW, and steam cycle 

power generation 37.65 MW. The performance metrics of 

CCGT without PCCS as detailed in Table 1 remain unchanged 

for using fuels and a mixture of fuels in the CCGT gas turbine. 

 

 

 

 

 

 

 

 

 

 

 

 

Even after accounting for the power consumption of  

9.94 MW by CCGT, the net power produced 128.43 MW is de-

livered to the grid. This demonstrates that the mixture of syngas 

does not impair the overall efficiency and effectiveness of the 

CCGT in generating electricity and supplying heat to DHN. The 

adaptability of the gas turbine to different fuel compositions en-

sures steady performance and reliable power output to the grid. 

3.3. Performance of CCGT with PCCS 

When operating CCGT integrated with PCCS using MEA, the 

Gross power production of the CCGT is maintained between 

129 MW to 131 MW by adjusting the DHN heat supply. For the 

comparison purpose, during the PCCS operation with AMP-PZ 

amine, the same DHN heat supply given for PCCS using MEA 

is used to measure the Gross power production as shown in  

Fig. 4 and Fig. 5 for MEA and AMP-PZ solvents, respectively. 

Initially for flue gas to PCCS at full load condition, the heat sup-

plied to DHN (Fig. 6) according to the availability of steam in 

the steam cycle. The reduced flue gas load conditions to PCCS 

reduce the steam requirement for amine regeneration, making 

more steam available for steam cycle power generation and in-

creasing the DHN heat supply without much possible change in 

gross power. Considering the nominal load of DHN heat supply 

as 54 MW and depending upon the load condition and fuel used 

in CCGT, Fig. 7 shows the % of nominal power at different flue 

gas load conditions of PCCS depending on fuel mixture as net 

energy is maintained between 129 MW to 132 MW. Followed 

by the various operating procedures of CCGT integrated with 

PCCS operations, the change in gross energy efficiency of the 

power plant is noticed in Fig. 8. Since the net energy production 

is maintained between 130 MW to 132 MW by adjusting heat to 

DHN, the net energy efficiency in all the PCCS load conditions 

has very slight differences. Figure 9 shows the total power con-

sumed by the equipment in CCGT and PCCS including the 

pumps, blowers, and CO2 compression system. 

Since the carbon capture efficiency of the solvents used in the 

PCCS is the same, PCCS captures 90% of CO2 from flue gases. 

Considering the highest CO2 capture from syngas of 18.62 kg/s, 

the nominal capture rate in percentage is given in Fig. 10. Due 

 

Fig. 2. CO2 emission from fuels mixed with syngas  

at different proportions. 

 

Fig. 3. CO2 emission from different fuels at the inlet of PCCS 

 increasing with the increase in flue gas load condition. 

Table 1. Performance of CCGT without PCCS operation. 

Parameters Unit Value 

Gross energy (power + heat) MW 192.37 

Net energy (power + heat) MW 138.37 

Net power MW 128.43 

Plant power consumption MW 9.94 

Gross energy efficiency % 72.84 

Net energy efficiency % 52.4 

Net power efficiency % 48.63 
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to the change in the amine stream and gas stream with respect to 

the CO2 content in the flue gas, the power consumption by PCCS 

varies. With the varying load conditions, the PCCS consumes 

5.5% to 11.4% of the power from CCGT for its use. The lower 

the flue gas load operated, the lower the power consumed by 

PCCS. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Gross power generation of CCGT using fuel and fuel mixture 

with syngas and treating flue gas in PCCS  

at full load conditions using MEA. 

 

Fig. 5. Gross power generation of CCGT using fuel and fuel mixture 

with syngas and treating flue gas in PCCS  

at full load conditions using AMP-PZ. 

 

Fig. 6. Heat supplied to district heat network at full load condition  

of PCCS depending on fuel mixture as the net energy  

is maintained between 129 MW to 132 MW. 

 

Fig. 7. Percentage of nominal heat load variation in heat supplied to  

district heat network at different flue gas load conditions of PCCS. 

 

Fig. 8. Gross energy efficiency of CCGT using fuel mixture with  

syngas and treating flue gas in PCCS at variable load conditions. 

 

Fig. 9. Total power consumption of CCGT using different fuels and 

mixture of fuels with PCCS operated under different load conditions. 
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After the CO2 capture process, only 10% of CO2 is emitted 

into the atmosphere from PCCS operated at full load condition. 

When PCCS is operated at different load conditions, CO2 in flue 

gas diverted from PCCS is directly passed into the atmosphere. 

Hence, reducing load conditions in PCCS increases the CO2 

emission into the atmosphere. The CO2 emission is estimated by 

the procedure that when biogas produced from biomass is used 

as fuel and CCS is performed, the emission is considered as 

‘zero-emission’. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

When a syngas mixture with other fuels is used for combus-

tion, the CO2 emitted is estimated by the captured CO2 from the 

share of syngas and the CO2 emitted into the atmosphere 

according to the load changes in PCCS. When the flue gas load 

to PCCS is reduced, more amount of flue gas diverted from 

PCCS passes to the atmosphere and less amount of CO2 from 

the share of syngas enters PCCS, making it less possible to achi-

eve negative emission as in Fig. 11. The range of CO2 emission 

after PCCS varies from 8.36 kg/s to –4.28 kg/s depending upon 

the fuel mixture and PCCS flue gas load conditions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.4. Analysis of PCCS using different solvents 

The model regulates the flow of amines based on the proportion 

of CO2 entering the PCCS at different load conditions and from 

flue gases produced by various fuels or mixtures of fuels, as il-

lustrated in Fig. 12 and Fig. 13 for PCCS using MEA and a blend 

of AMP-PZ, respectively. The requirement of MEA and AMP-

PZ changes according to the CO2 concentration in the flue gas 

and the rich loading of the amine used. Initially, the mass flow 

rate of lean amine necessary for capturing 14.63 kg/s of CO2 

produced by burning methane in a combined cycle gas turbine 

(CCGT) is calculated to be 136.68 kg/s for MEA and  

136.73 kg/s for AMP-PZ. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The steam needed for the reboiler in PCCS is extracted from 

the LP turbine of CCGT at a temperature of 135°C and a pres-

sure of 3 bar. Considering the reboiler duty of MEA and AMP-

PZ, which is 3.8 MJ/kg-CO2 and 3.7 MJ/kg-CO2, respectively, 

the mass flow rate of steam required for processing 13.26 kg/s 

of captured CO2 in rich amines is calculated to be 23.19 kg/s for 

MEA and 22.58 kg/s for AMP-PZ. The model adjusts these ini-

tial calculated values based on the CO2 content in the rich amine. 

As the CO2 content varies, the mass flow rate of steam extracted 

from CCGT for the reboiler is adjusted, as shown in Fig. 14 and 

Fig. 15 for PCCS utilizing MEA and AMP-PZ solvents. 

 

Fig. 10. Percentage of nominal CO2 capture rate in PCCS at different 

load conditions from flue gases produced by different fuels. 

 

Fig. 11. CO2 emitted into the atmosphere after flue gas from different 

fuel mixtures treated in PCCS at different load condition. 

 

Fig. 12. Mass flow of lean MEA supplied to the absorber with PCCS 

operated under different load conditions to treat flue gases  

from different fuels and fuel mixtures. 

 

Fig. 13. Mass flow of lean AMP-PZ supplied to the absorber when 

PCCS operated under different load conditions to treat flue gases  

from different fuels and fuel mixtures. 
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The steam consumption by the reboiler for treating flue gases 

from a 25% N2-rich natural gas and 75% syngas fuel mixture is 

higher compared to that of other fuels. The steam consumption 

varies from 31.38 kg/s to 15.69 kg/s for using MEA and  

30.56 kg/s to 15.28 kg/s for AMP-PZ in operating PCCS at dif-

ferent load conditions. The minimum steam consumption for the 

reboiler among the fuels used is for methane, and varies from 

23.85 kg/s to 11.92 kg/s for MEA and 23.22 kg/s to 11.61 kg/s 

for AMP-PZ depending upon the load conditions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.5. Indicators of CO2 emission level assessment 

With the data obtained from CCGT and PCCS using different 

fuels, mixtures of fuels and different solvents, the CO2 emission 

level assessment indicators are calculated using formulas given 

in [29]. Despite achieving a solvent CO2 capture efficiency of 

90%, due to the operational condition of PCCS, the CO2 capture 

ratio fluctuates with the operational conditions of PCCS. Specif-

ically, this ratio varies between 0.45 to 0.9, corresponding to 

50% and 100% of PCCS load, respectively. Depending upon the 

load conditions, the capture ratio varies as the CO2 capture is 

different from the CO2 generated when changing the load con-

ditions. The use of MEA and AMP-PZ in PCCS showed only 

minor differences in their impact on CCGT. Consequently, these 

differences did not significantly affect the specific emission and 

relative emissivity of CO2. 

Figures 16 and 17 illustrate the specific emission of CO2 

measured in g CO2/kWh, for a methane mixture with syngas and 

N2-rich fuel mixture with syngas, respectively. The relative 

emissivity of CO2 in g/kWh is measured with the heat input from 

the fuel to CCGT of 264 088.22 kW as in Figs. 18 and 19. The 

heat input by the fuel is the same for all the fuels and fuel mix-

tures used in CCGT.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 14. Steam consumption by the reboiler of PCCS using MEA  

solvent for flue gases from different fuels and mixture of fuels. 

 

Fig. 15. Steam consumption by the reboiler of PCCS using AMP-PZ 

solvent for flue gases from different fuels and mixture of fuels. 

 
Fig. 16. Specific emission of CO2 in g CO2/kWh measured varying 

 with PCCS load condition for the use of methane and its mixture  

with syngas in CCGT. 

 

Fig. 17. Specific emission of CO2 in g CO2/kWh measured varying 

 with PCCS load condition for the use of N2-rich fuel and its mixture 

with syngas in CCGT. 

 

Fig. 18. Relative emissivity of CO2 in g CO2/kWh measured varying 

with PCCS load condition for the use of methane and its mixture  

with syngas in CCGT. 
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When the PCCS process is not integrated into CCGT, the 

specific emission and relative emissivity measured from the 

power generation and CO2 emission for various fuels are ob-

served to be higher than the emission caused by CCGT as in  

Figs. 20 and 21 for the methane and N2-rich fuel mixture with 

syngas, respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. Conclusions  

The behaviour of CCGT integrated with PCCS hugely depends 

upon the type of fuel used in the gas turbine and the solvent used 

in PCCS. Since the steam required for the solvent regeneration 

is taken from the steam cycle of the power plant, it affects the 

overall efficiency and power generation. The modelling and 

simulation results obtained help to understand various thermo-

dynamic properties of CCGT as well as PCCS. From the data, it 

is observed that when integrating CCGT with PCCS, the PCCS 

consumes 5.5% to 10.5% of power from the power plant for its 

use depending upon the load conditions and steam used for sol-

vent regeneration. Considering the heat and power generation, 

and thermal efficiency of the power plant, the syngas mixture 

with both fuels at 50% helps achieve the possibility of zero or 

negative CO2 emission without much disturbance in the heat and 

power generation process. Also, the load conditions of flue gas 

from a 50% syngas mixture with both fuels can be adjusted from 

80% to 100% to PCCS to maintain a close-to-zero emission.  

The increase of syngas in the mixture with methane and  

N2-rich fuel increases the possibility of achieving ‘negative 

emission’ but on the other hand, the heat and power generation 

are reduced in the power plant, also it requires a huge resource 

of sewage sludge for the gasification process.  

The use of AMP-PZ has very slight differences when com-

pared to MEA in power consumption by PCCS, requirement of 

lean amine and heat supply to the reboiler. As referred to in [13], 

increasing the proportion of PZ in the solvent mixture can lower 

the regeneration rate, which will have a huge impact on the heat 

and power generation process of the power plant. 
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1. Introduction 

The problem of identifying thermal stresses is essential in many 

different industries, such as conventional, nuclear, and renewa-

ble power generation, the metallurgical industry, the semicon-

ductor industry, the automotive and aerospace industries, and 

even medicine. 

One of the most popular methods for determining thermal 

stresses, as described in publications in recent years, is the finite 

element method (FEM). For example, for a case from the met-

allurgical industry considered in [1], the authors of the paper 

used FEM in the Ansys software to analyse the thermal stresses 

of a ladle refractory layer on molten steel. This analysis allowed 

the authors to evaluate the effect of dilatations of different sizes 

on the reduction of thermal stresses. Also, it allowed the creation 

of temperature and stress characteristics under different operat-

ing conditions. 

In the context of conventional power generation, the unpre-

dictability of renewable energy production results in the require-

ment for frequent start-up and shut-down and load shifting of 

power units. This results in a reduced equipment lifetime due to 

thermo-mechanical fatigue and creep. Monitoring power plant 

operating conditions and residual life assessments to ensure safe 

operation also requires power plants that have exceeded their 

design life. For the reasons mentioned above, correctly identify-

ing the thermal stresses of critical pressure components of power   
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Abstract 

This paper analyses the inverse marching method used to determine the thermal stresses on the inner surface of a thick-
walled cylindrical element not weakened by holes in the transient state. The heat conduction problem was considered one-
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volumes into which the inverted area was divided and the length of the time step on the accuracy of the calculated temper-
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by comparing the calculation results obtained from the direct analytical method perturbed by random errors with those 
obtained from the numerical inverse step method.  
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Nomenclature 

𝑎, 𝑏, 𝑐 – coefficients of a polynomial function 

𝑐 – specific heat capacity, J/(kg K) 

𝐸 – Young's modulus, MPa 

Fo – Fourier number 

ℎ – heat transfer coefficient, W/(m2K) 

𝑘 – thermal conductivity coefficient, W/(m K) 

𝐊 – thermal conductivity tensor 

𝑛𝑐 – number of control volumes 

𝑁 – temperature measuring point 

𝑝𝑛 – overpressure of the fluid inside the cylindrical element, MPa 

�̇�𝑖 – heat flux at the i-th node, W/m2 

�̇�𝑣 – energy generation rate per unit volume, W/m3 

�̇�𝑖,𝑗  – heat flow rate between the nodes i and j, W 

𝑟 – radius, m 

𝑠 – thickness, m 

𝑠𝑁,𝑠𝑡𝑟𝑒𝑠𝑠𝑒𝑠– mean squared error of thermal stresses, MPa 

𝑠𝑁,𝑡𝑒𝑚𝑝– mean squared error of temperature, ºC or K 

𝑡 – time, s 

𝑇 – temperature, ºC or K 

𝑇𝑖 – temperature at the i-th node, ºC or K 

�̅� – average temperature over wall thickness, ºC or K 

𝑣𝑇 – rate of temperature change, K/s 

 

Greek symbols 

𝛼 – stress concentration factor 

𝛽  – linear thermal expansion coefficient, 1/K 

𝛿  – distance from the internal surface to the measuring point, m 

∆𝑟  – spatial step, m 

∆𝑡  – time step, s 

∆𝑉𝑖 – volume of the i-th control cell, m3  

𝜀 – tolerance, K 

𝜅 – thermal diffusivity coefficient, m2/s 

𝜈 – Poisson's ratio 

𝜚 – density, kg/m3 

𝜎  – circumferential stresses, MPa 

𝜙 – shape factor 

 

Subscripts and Superscripts 

𝑎𝑙 – allowable 

𝑓 – fluid 

𝑖𝑛 – inner 

𝑚 – mean 

𝑜𝑢𝑡 – outer 

𝑝 – caused by pressure 

P – on the edge of the hole at point P 

𝑇 – thermal 
 

Abbreviations and Acronyms 

FEM – finite element method 

FVM – finite volume method 

DCS – distributed control systems 

 

boilers is crucial. Knowledge of the thermal stresses is also nec-

essary for determining the optimum temperature histories of the 

fluid during heating [2] and cooling [3] of pressure components 

when the rate of temperature change is determined from the con-

dition of not exceeding the allowable stresses. 

Recently, many articles have been devoted to determining 

thermal stresses in nuclear power plants, where the issue of safe 

operation of pressure equipment is critical. An example is the 

paper [4], which presents a simplified method for determining 

thermal stresses at the corners of pressure vessel nozzles of nu-

clear reactors. In order to eliminate the disadvantage of the pop-

ular FEM method, i.e. the high computational cost for three-di-

mensional elements, the thermal stresses are estimated based on 

temperature gradients. Temperature gradients are predicted in 

the cross-section at the corners of the nozzles based on the 

known geometry of the element and the way the temperature is 

distributed in the cylindrical element and semi-infinite plate (de-

termined analytically). The authors of the paper [5] also ad-

dressed the study of thermal stresses at the corners of reactor 

nozzles. They presented simple equations for the prediction of 

the stress intensity factor, which was obtained from thermal 

loading analysis under cooling and heating conditions using the 

FEM. The FEM analyses were used in both cases only to vali-

date the proposed approach. 

Residual stresses arising in pressure components due to ther-

mal shock are also investigated. An example of research on this 

topic is the paper [6], where the authors characterised the resid-

ual stresses in a steel pressure vessel of a nuclear reactor whose 

surface is plated with a nickel-based alloy. The study's authors 

also investigated the interaction between residual and thermal 

stresses during thermal shock. 

A common area for conventional and nuclear power plants 

with a high need for thermal stress analysis are steam turbines. 

In [7], an algorithm for monitoring thermal stresses in rotors and 

bodies of shut-off and control valves of steam turbines is pre-

sented. The developed software allows the determination of 

stresses in critical turbine components based on measured data, 

and it will also enable the optimisation of the device start-up 

process. In [8], thermal stresses were analysed for the case of 

high-temperature steam inlet to steam turbines with a combined 

HP-IP cylinder and high- and medium-pressure rotors located in 

separate casings, operating with a double or single thermal by-

pass. On the other hand, in [9], acceptable parameter deviations 

were analysed to assess the quality of the start-up operation in 

terms of the thermal stress values of the critical elements of the 

power plant thermal scheme, i.e. the high-pressure turbine rotor 

and the high-pressure outlet header of the recovery boiler super-

heater. Calculations were performed using the Ansys software. 

Determining thermal stresses in a thick-walled element with-

out holes, in both quasi-stationary and transient states, requires 

knowledge only of the temperature distribution in the wall of the 

element. However, thick-walled elements often have holes, and 

a quasi-stationary state is difficult to achieve in practice. Given 

this, the thermal stresses can only be correctly calculated by 

knowing the stress concentration factor at the edge of the hole 

and, in turn, this without knowing the exact temperature of the 

fluid flowing through the element and the heat transfer coeffi-

cient at its internal surface. 

In order to determine the heat transfer coefficient, exact tran-

sient temperature measurements are required due to the slight 

difference between the fluid temperature at high pressure and 

the internal surface temperature of the component. The heat 
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transfer coefficient has an essential influence on the optimum 

rate of change of the fluid temperature, which is determined by 

the condition of not exceeding the allowable thermal stresses on 

the inner surface of the pressure element [10]. Strain and stress 

analyses demonstrate that the influence of the time- and loca-

tion-varying heat transfer coefficient compared to the fixed co-

efficient recommended by standards is a crucial factor in fatigue 

calculations. The importance of determining the actual heat 

transfer coefficient on the internal surface of pressure compo-

nents based on numerical studies of steam boiler start-up and 

analysing deformations and stresses in the component is demon-

strated in [11]. 

The highest thermal stresses occur on the inner surface of the 

pressure element, which is in direct contact with the high-pres-

sure, high-temperature fluid. In order to determine the stresses 

on this surface, a temperature measurement is usually taken in 

practice at half the wall thickness s and a distance δ from the 

inner surface of the element of 6 to 10 mm [12]. This method in 

transient states is characterised by low accuracy. The stresses on 

the inner surface of the element determined in this way may dif-

fer by up to several tens per cent from the actual stresses, signif-

icantly when the steam temperature changes rapidly. 

An attempt to develop a mathematical model using the finite 

difference method to determine the transient thermal stresses in 

a thick-walled pressure component was made in the article [13], 

among others. The developed model has been verified experi-

mentally and compared to a model based on FEM. The model 

uses known temperatures of the surroundings, external surface 

and fluid inside the cylindrical element. The method considered 

is based on solving a direct problem. 

Another approach to determining transient thermal stresses 

based on the temperature distribution inside the wall of a pres-

sure element is to use methods based on solving the inverse heat 

conduction problem [14]. In the inverse heat conduction prob-

lem, the temperature at the edge of the element is determined 

based on temperature changes at selected points inside the ana-

lysed body. The determination of thermal stresses based on the 

measurement of the wall temperature of a thick-walled element 

with simple shapes near the inner surface is presented in the ar-

ticle [12]. The temperature measurement location divides the 

wall in the cross-section into direct and inverse areas, with the 

finite volume method (FVM) being used in the inverse area to 

determine the temperature distribution and heat flux. Knowing 

the heat flux and temperature at the internal surface and the tem-

perature of the fluid washing over this surface allows the heat 

transfer coefficient to be determined. The technique of measur-

ing the fluid temperature with new solid-sheathed thermometers 

using the inverse solution of the heat conduction problem is de-

scribed in detail in [15]. In turn, papers [16,17] present a method 

for determining the three-dimensional temperature field in 

thick-walled elements based on temperature measurements at a 

series of points on the thermally insulated external surface. In 

[16], a flat element was analysed and in [17], a cylindrical one. 

In addition, a method for determining the heat transfer coeffi-

cient has been developed for the case of an element with com-

plex shapes. This method is made possible by a 'measuring 

probe', by which the temperature is measured at 6 points near 

the inner surface of the component [18]. 

Inverse problems are characterised by a high sensitivity of 

the solution to input disturbances. To reduce their influence on 

the solution of the inverse problem, one of the regularisation 

methods, such as the Tikhonov method, discrete Fourier trans-

form, energy regularisation method and others, can be used. Ex-

amples of research on Tikhonov regularisation and its modifica-

tions are presented in papers [19,20]. The paper [19] investi-

gated the solution of an inverse problem illustrating the wall of 

a heating device, in which the regularisation parameter was cho-

sen based on Morozov's principle. The paper [20], on the other 

hand, analysed the effect of the regularisation of the inverse 

problem on the stability of the calculated boundary conditions 

during the cooling of a sample in a thermo-chemical treatment 

furnace. A slightly different approach is proposed in [21], for 

the analysis of a ceramic-coated metal element (e.g. a turbine 

blade), where the temperature of the metal is controlled by solv-

ing the Cauchy problem for the heat conduction equation for  

a two-layer element. A regularisation method based on the en-

ergy balance formulation for the ceramic layer was used here, 

and the spectral radius of the equation matrix was used to ana-

lyse the stability of this computational model. 

Another effective and simple solution that eliminates the in-

fluence of random errors on computational results in solving in-

verse problems and that can be applied in real time is smoothing 

measurement data by approximating the measured values with 

digital filters [22]. The smoothing of N-measured data in the 

form fs = f(s) is implemented by the least squares method using 

orthogonal Gram polynomials. An example of the use of digital 

filters for smoothing measured data is presented in the paper 

[15], which demonstrates the application of a new measurement 

technique to determine the transient temperature of superheated 

steam flowing out of the second superheater stage in a power 

boiler, based on the solution of an inverse problem. 

This paper undertakes the determination of thermal stresses 

in thick-walled pressure elements using an inverse method based 

on FVM. The case of a transient and a cylindrical element not 

weakened by holes is considered. While the method is well-

known and, for a cylindrical element, has been described in 

works [12,14], this article focuses on determining the best con-

ditions for its application. The analysis of the accuracy of the 

inverse method consisted of selecting the most favourable divi-

sion into control volumes depending on the distance of the tem-

perature measuring point from the inner surface and the length 

of the time step. This was possible based on the computational 

tests performed, which made it possible to compare the deter-

mined temperature distribution and thermal stresses on the inner 

surface determined by the analytical method and the direct solu-

tion of the heat conduction problem with the results obtained 

from the inverse solution. The choice of the inverse method to 

determine the temperature distribution for thermal stresses using 

the control volume method to carry out accuracy analyses and 

conditions of applicability was due to a number of its ad-

vantages. Its use is simple in practice and does not require tem-

perature measurements to be taken on the internal surface of 

pressure parts, especially as this would be very difficult in the 
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case of pressurised components. Furthermore, the method can 

be used for online stress monitoring. As described in this chap-

ter, FEM for determining stresses is very popular. However, it 

requires the solution of a direct problem and, in the case of com-

ponents with complex shapes, consumes a large amount of com-

putational cost. 

2. Determination of thermal stresses on the inner 

surface of pressure elements 

Thick-walled components are used in power plant units due to 

the high pressure of the working fluid. The highest thermal 

stresses in thick-walled pressure components usually occur 

when there is a change in temperature during operation with 

a simultaneous uneven temperature distribution at the cross-sec-

tion of the component walls, i.e. during start-up and shut-down. 

As a result of the standardisation of calculation procedures for 

boilers, the German regulation TRD 301 [23] and the European 

standard EN 12952-3 [24] were developed. These are the essen-

tial documents describing procedures for determining thermal 

stresses in pressure components. However, they are limited only 

to determining thermal stresses under the assumption of a quasi-

stationary temperature field in the element wall, which is diffi-

cult to achieve in practice. Also, the assumption of a parabolic 

temperature distribution in the wall does not give satisfactory 

results for rapid and sudden temperature changes over time. 

Simplified methods for determining transient thermal 

stresses on the surfaces of pressure parts washed with a working 

fluid based on the provisions mentioned above are described be-

low. The main advantage of the methods discussed in this sec-

tion is the simple formulae for determining the stresses on the 

inner surface of the element. Despite their approximate nature, 

they are used by boiler manufacturers. However, due to the de-

velopment of DCS (distributed control systems) in power plants, 

there is now the possibility of using more complex formulas to 

calculate stresses online. 

2.1. Thermal stresses in the plate assuming a quasi-sta-

tionary temperature field 

Cylindrical pressure elements with a large diameter can be 

treated as flat elements. It is then assumed that the element can 

expand freely but not bend. An example of a cylindrical element 

that can be treated as a flat wall is the wall of a steam drum. 

The basis for determining allowable heating and cooling 

rates of thick-walled cylindrical pressure elements is the condi-

tion of not exceeding the circumferential allowable stresses on 

the inner surface of the pressure element at the hole's edge at 

point P. The circumferential stresses at point P are the sum of 

the stresses due to pressure and thermal stresses: 

 𝜎P = 𝛼𝑝𝜎𝑝 + 𝛼𝑇𝜎𝑇, (1) 

where 𝛼𝑝 is the pressure stress concentration factor at point P 

lying on the edge of the hole (Fig. 1), and 𝛼𝑇 is the thermal stress 

concentration factor at point P. 

 
The symbol 𝜎𝑝 denotes the circumferential stresses from the 

pressure in a cylindrical element not reinforced by holes, which 

are expressed by the relation: 

 𝜎𝑝 =
𝑝𝑛𝑟𝑚

𝑠
, (2) 

where 𝑝𝑛 is the overpressure of the medium inside the element, 

𝑠 is the thickness of the element, and 𝑟𝑚 = (𝑟𝑖𝑛 + 𝑟𝑜𝑢𝑡)/2 is the 

mean radius of the cylindrical pressure element determined as 

the arithmetic mean of the inner radius 𝑟𝑖𝑛 and the outer radius 

𝑟𝑜𝑢𝑡. 

The highest thermal stress in a cylindrical element occurs at 

the surface in contact with the fluid and is determined by the 

formula: 

 𝜎𝑇 =
𝐸𝛽

1−𝜈
(�̅� − 𝑇|𝑟=𝑟𝑖𝑛

), (3) 

where 𝐸 is Young's modulus, 𝛽 is the linear thermal expansion 

coefficient, 𝜈 is Poisson’s ratio, 𝑇 is the temperature, and �̅� de-

notes the average temperature over wall thickness. 

After determining the average wall temperature of the com-

ponent �̅� from the solution of the heat conduction equation, 

a general relationship is obtained: 

 𝜎𝑇 = 𝜙
𝐸𝛽

1−𝜈

𝑣𝑇𝑠2

𝜅
, (4) 

where the symbol 𝜙 is usually referred to as the shape factor, 𝜅 

is the thermal diffusivity coefficient, and 𝑣𝑇 is the rate of tem-

perature change. 

For the inner surface of a cylinder, the ends of which are free 

to extend, the shape factor for a cylindrical element [24,25] is 

expressed by the formula: 

 𝜙 =
1

8

(𝑘2−1)(3𝑘2−1)−4𝑘4𝑙𝑛𝑘

(𝑘2−1)(𝑘−1)2 , (5) 

where 𝑘 = 𝑟𝑜𝑢𝑡 𝑟𝑖𝑛⁄ . 

Stress concentration factors can be determined based on  

EN 12952-3 [24] or can be determined by FEM in the case of 

vessel-to-spigot connections with more complex geometries. 

The allowable heating or cooling rates of a pressure element are 

determined by the condition: 

 𝜎P ≤ 𝜎𝑎𝑙 , (6) 

 

Fig. 1. Section of the wall of a steam drum with a hole. 
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where 𝜎𝑎𝑙 is the allowable stress determined from the Wöhler 

fatigue diagram in the standard [24]. 

Equation (6) gives satisfactory results when determining the 

permissible heating rates from the cold state when the pressure 

element is heated at a constant rate over a long time. With 

a time-varying rate of change in the fluid temperature, Eq. (1) is 

not very accurate, particularly with rapid temperature changes. 

Sudden changes in the fluid temperature occur, for example, 

when the evaporator is flooded with hot water at the beginning 

of a start-up, when cooling water is injected in superheated 

steam temperature controllers or when the boiler pressure is sud-

denly reduced due to damage to the steam evaporator tubes or 

superheaters. 

It should be added that Eq. (1) remains valid at the pressure 

elements for time-varying heating or cooling rates. 

This paper focuses only on the determination of thermal 

stresses. 

2.2. Transient thermal stresses in a cylindrical element 

A more general method for determining the thermal stresses in 

cylindrical elements without holes is the one using Eq. (3), 

where the average temperature �̅� over the wall thickness is de-

termined from the formula: 

 �̅� =
2

𝑟𝑜𝑢𝑡
2 −𝑟𝑖𝑛

2 ∫ 𝑟𝑇(𝑟, 𝑡)𝑑𝑟
𝑟𝑜𝑢𝑡

𝑟𝑖𝑛
, (7) 

where 𝑟 denotes the radius. 

The spatiotemporal distribution of the temperature in a cy-

lindrical wall can be obtained from the analytical solution of the 

heat conduction equation or by using numerical methods, for ex-

ample FEM or FVM. When numerical methods are used, the 

wall temperature is determined only at discrete points, while the 

average temperature is determined using the chosen approxima-

tion method [26,27]. By calculating the integral in Eq. (7) using, 

for example, the trapezoidal rule for discrete points, the follow-

ing expression is obtained: 

 �̅� =
1

𝑟𝑜𝑢𝑡
2 −𝑟𝑖𝑛

2 ∑ (𝑟𝑖−1𝑇𝑖−1 + 𝑟𝑖𝑇𝑖)∆𝑟𝑁
𝑖=2 , (8) 

where 𝑟𝑖 is the radius at which the i-th node is located, ∆𝑟 is the 

spatial step, and 𝑇𝑖  is the temperature at the i-th node. 

In some cases, the number of points at which the wall tem-

perature is determined may be too small, and the accuracy of the 

average temperature determined from Eq. (8) may be insuffi-

cient. Another method of determining the average wall temper-

ature can then be used, in which temperatures determined, for 

example, from the inverse solution of the heat conduction equa-

tion are interpolated by a second-degree polynomial [26,27]: 

 𝑇(𝑟, 𝑡) = 𝑎(𝑡) + 𝑏(𝑡)𝑟 + 𝑐(𝑡)𝑟2, (9) 

where 𝑎(𝑡), 𝑏(𝑡) and 𝑐(𝑡) denote time-dependent coefficients. 

For example, if the temperature is measured at two points in 

the wall, i.e. 𝑇1 at the inner radius 𝑟𝑖𝑛 and 𝑇2 at half the wall 

thickness at radius 𝑟𝑚, and the pipeline is insulated at the outer 

surface, after determining the coefficients 𝑎(𝑡), 𝑏(𝑡) and 𝑐(𝑡) 

for such boundary conditions and substituting the resulting tem-

perature distribution 𝑇(𝑟, 𝑡) expressed by Eq. (9) into Eq. (7), 

the following relation is obtained: 

 �̅� = 𝑇1 +
2

9
(4 +

∆𝑟

𝑟𝑖𝑛+∆𝑟
) (𝑇2 − 𝑇1). (10) 

Both Eqs. (8) and (10) make it possible to calculate the ap-

proximate value of the average temperature over the thickness 

of the cylindrical wall. 

3. Determination of the one-dimensional temper-

ature distribution in a cylindrical element using 

the inverse marching method 

Suppose the temperature measurement in the thick-walled com-

ponent can only be realised at the external surface and/or inside 

the pipe wall. In that case, the transient temperature field in the 

inverse region can be determined from the solution of the in-

verse heat conduction problem. 

The general form of the heat conduction equation for station-

ary solids that can be treated as incompressible is presented as 

follows [28]: 

 𝑐(𝑇)𝜌(𝑇)
𝜕𝑇

𝜕𝑡
= ∇(𝐊∇𝑇) + �̇�𝑣, (11) 

where 𝑐 is the specific heat capacity, 𝜌 is the density, 𝐊 is the 

thermal conductivity tensor, and �̇�𝑣 is the energy generation rate 

per unit volume. 

In [28], FVM was used to solve the inverse problem: the heat 

conduction equation and known boundary conditions. FVM, 

also known as the control volume method, is versatile and effi-

cient for solving heat conduction problems. Assuming that the 

temperature field is two-dimensional and the physical proper-

ties: specific heat capacity c, density ρ, thermal conductivity co-

efficient k and energy generation rate per unit volume �̇�𝑣 are 

temperature dependent, the heat conduction equation can be 

transformed to the form: 

 ∆𝑉𝑖𝑐(𝑇𝑖)𝜌(𝑇𝑖)
𝜕𝑇𝑖

𝜕𝑡
= ∑ �̇�𝑖,𝑗

𝑛𝑐
𝑗=1 + ∆𝑉𝑖�̇�𝑣(𝑇𝑖), (12) 

where �̇�𝑖,𝑗 is the heat flux rate transferred from node 𝑗 inside the 

neighbouring cell to node 𝑖, and ∆𝑉𝑖  is the volume of the 𝑖-th 

control cell. Node 𝑖 is located inside the analysed area and heat 

transfer occurs in 𝑛𝑐 control volumes adjacent to the analysed 

control area. 

In this paper, the inverse heat conduction problem will be 

solved for the case of a cylindrical wall when heat is transferred 

only in the radial direction. 

The proposed inverse method is stable and has high accuracy 

if the condition is met [29]: 

 ΔFo ≥ 0.05. (13) 

Furthermore, due to the method's sensitivity to random er-

rors in the temperature measurement 𝑇(𝑡), to at least partially 

eliminate their influence on the calculation results, the tempera-

ture waveform is proposed to be smoothed using a 9-point digi-
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tal filter [22]. Filtering also makes it possible to accurately de-

termine the values of the derivatives of the temperature function 

𝑇(𝑡) from measured data perturbed by random errors. 

3.1. One-dimensional transient temperature field in el-

ements with simple shapes 

In the measurement method, the temperature, heat transfer coef-

ficient and thermal stresses on the inner surface of a thick-walled 

cylindrical element are determined by measuring the tempera-

ture inside the wall at a single point. For this purpose, the tem-

perature distribution in the area 𝑟𝑖𝑛 ≤ 𝑟 ≤ 𝑟𝑜𝑢𝑡  and the heat flux 

density on the pipe's inner surface are investigated. The temper-

ature measurement is taken at node 𝑁 inside the pipe wall, which 

has been thermally insulated (Fig. 2). The pipeline cross-section 

is divided into a direct and an inverse region, where the bound-

ary between the two is at radius 𝑟𝑁. 

 
Heat transfer through the cylindrical wall is assumed to take 

place only in the radial direction 𝑟. In this case, the heat conduc-

tion equation in the cylindrical coordinate system takes the form 

[29,30]: 

 𝑐(𝑇)𝜌(𝑇)
𝜕𝑇

𝜕𝑡
=

1

𝑟

𝜕

𝜕𝑟
[𝑘(𝑇)𝑟

𝜕𝑇

𝜕𝑟
]. (14) 

The heat conduction equation is solved first for the direct 

area for the boundary conditions: 

 𝑇|𝑟=𝑟𝑁
= 𝑇𝑁, (15) 

 𝑘(𝑇)
𝜕𝑇

𝜕𝑟
|

𝑟=𝑟𝑜𝑢𝑡

= 0, (16) 

where 𝑇𝑁 is the temperature measured at node 𝑁 located inside 

the pipeline wall (Fig. 2). In this way, the temperature distribu-

tion in the area 𝑟𝑁 ≤ 𝑟 ≤ 𝑟𝑜𝑢𝑡 and the heat flux �̇�𝑁 at node 𝑁 are 

determined. The solution assumes that the values of the physical 

properties of the pipe material: 𝑐, 𝜌, 𝑘 are variable and tempera-

ture dependent. 

Equation (14) is then solved for the inverse region 

𝑟𝑖𝑛 ≤ 𝑟 ≤ 𝑟𝑁 using the boundary conditions: 

 𝑇|𝑟=𝑟𝑁
= 𝑇𝑁, (17) 

 𝑘(𝑇)
𝜕𝑇

𝜕𝑟
|

𝑟=𝑟𝑁

= �̇�𝑁. (18) 

The inverse problem described by Eqs. (14) and (16)−(18) 

was solved using FVM (Eq. (12)) and approximating the deriv-

atives of the temperature function by differential quotients: 

 
𝜕𝑇

𝜕𝑟
|

𝑟𝑖+1

=
𝑇𝑖+1−𝑇𝑖

∆𝑟
,       

𝜕𝑇

𝜕𝑟
|

𝑟𝑖

=
𝑇𝑖−𝑇𝑖−1

∆𝑟
. (19) 

An illustration of the division of the inverse area into control 

volumes is shown in Fig. 3. As for the direct area, this solution 

assumes that the values of the physical properties of the pipe 

material 𝑐, 𝜌, 𝑘 are temperature-dependent. FVM allows the 

temperature distribution in the area 𝑟𝑖𝑛 ≤ 𝑟 ≤ 𝑟𝑁  to be deter-

mined. Some examples of the division of the inverse area into 

different numbers of control volumes are shown in Fig. 3. 

The energy balance equation for the control volume with 

node 𝑁 has the form: 

 𝜋 [𝑟𝑁
2 − (𝑟𝑁 −

∆𝑟

2
)

2

] 𝑐(𝑇𝑁)𝜌(𝑇𝑁)
𝑑𝑇𝑁

𝑑𝑡
=  

 = 2𝜋 (𝑟𝑁 −
∆𝑟

2
)

𝑘(𝑇𝑁−1)+𝑘(𝑇𝑁)

2

𝑇𝑁−1−𝑇𝑁

∆𝑟
+ 2𝜋𝑟𝑁�̇�𝑁, (20) 

from which the temperature 𝑇𝑁−1 can be determined: 

 𝑇𝑁−1 =
(Δ𝑟)2(𝑟𝑁−

Δ𝑟

4
)

𝑟𝑁−
Δ𝑟

2

𝑐(𝑇𝑁)𝜌(𝑇𝑁)

𝑘(𝑇𝑁−1)+𝑘(𝑇𝑁)

𝑑𝑇𝑁

𝑑𝑡
+  

                −
2𝑟𝑁Δ𝑟

𝑟𝑁−
Δ𝑟

2

�̇�𝑁

𝑘(𝑇𝑁−1)+𝑘(𝑇𝑁)
+ 𝑇𝑁. (21) 

The energy balance equation for a full-dimensional control 

volume (with thickness Δ𝑟) for nodes 2 to (𝑁 − 1) is shown in 

the following equation: 

 𝜋 [(𝑟𝑖𝑛 + (2𝑖 − 1)
∆𝑟

2
)

2

− (𝑟𝑖𝑛 + (2𝑖 − 3)
∆𝑟

2
)

2

] ×  

 𝑐(𝑇𝑖)𝜌(𝑇𝑖)
𝑑𝑇𝑖

𝑑𝑡
= 2𝜋 (𝑟𝑖𝑛 + (2𝑖 − 3)

∆𝑟

2
)

𝑘(𝑇𝑖−1)+𝑘(𝑇𝑖)

2

𝑇𝑖−1−𝑇𝑖

∆𝑟
+  

 +2𝜋 (𝑟𝑖𝑛 + (2𝑖 − 1)
∆𝑟

2
)

𝑘(𝑇𝑖)+𝑘(𝑇𝑖+1)

2

𝑇𝑖+1−𝑇𝑖

∆𝑟
 ,  

 𝑖 = 2, … , 𝑁 − 1, (22) 

from which the temperature 𝑇𝑖−1 can be determined: 

 𝑇𝑖−1 = 2(∆𝑟)2 2𝑟𝑖𝑛+(2𝑖−2)∆𝑟

2𝑟𝑖𝑛+(2𝑖−3)∆𝑟

𝑐(𝑇𝑖)𝜌(𝑇𝑖)

𝑘(𝑇𝑖−1)+𝑘(𝑇𝑖)

𝑑𝑇𝑖

𝑑𝑡
+  

          −
2𝑟𝑖𝑛+(2𝑖−1)∆𝑟

2𝑟𝑖𝑛+(2𝑖−3)∆𝑟

𝑘(𝑇𝑖)+𝑘(𝑇𝑖+1)

𝑘(𝑇𝑖)+𝑘(𝑇𝑖−1)
(𝑇𝑖+1 − 𝑇𝑖) + 𝑇𝑖 . (23) 

Since for individual temperatures 𝑇𝑖−1 (for 𝑖 = 2, … , 𝑁) the 

values of 𝑘(𝑇𝑖−1) are not known (the equation is non-linear), the 

sought temperature 𝑇𝑖−1 is obtained after n iterations. In the first 

iteration (𝑛 = 0) for individual nodes, it is assumed that 

𝑘(𝑇𝑖−1
(0)

) = 𝑘(𝑇𝑖). 

The iteration process continues until a condition is met [29]: 

 |𝑇𝑖−1
(𝑛+1)

− 𝑇𝑖−1
(𝑛)

| ≤ 𝜀, (24) 

where the tolerance 𝜀 ≈ 0.000 01 K. If the values of the physi-

cal properties are constant, iterations are not required. 

FVM also allows the heat flux �̇�𝑖𝑛 at the inner surface of the 

pipeline to be determined from the energy balance for node 1: 

 

Fig. 2. Pipe wall cross-section with control volumes. 
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 𝜋 [(𝑟𝑖𝑛 +
∆𝑟

2
)

2

− 𝑟𝑖𝑛
2 ] 𝑐(𝑇1)𝜌(𝑇1)

𝑑𝑇1

𝑑𝑡
=     

            = 2𝜋𝑟𝑖𝑛�̇�𝑖𝑛 + 2𝜋 (𝑟𝑖𝑛 +
∆𝑟

2
)

𝑘(𝑇2)+𝑘(𝑇1)

2

𝑇2−𝑇1

∆𝑟
, (25) 

from which it can be determined: 

 �̇�𝑖𝑛 =
(𝑟𝑖𝑛+

∆𝑟

2
)

2
−𝑟𝑖𝑛

2

2𝑟𝑖𝑛
𝑐(𝑇1)𝜌(𝑇1)

𝑑𝑇1

𝑑𝑡
+   

                 −
𝑘(𝑇2)+𝑘(𝑇1)

2

𝑟𝑖𝑛+
∆𝑟

2

𝑟𝑖𝑛∆𝑟
(𝑇2 − 𝑇1). (26) 

The application of the described method in the inverse region 

consists in determining the temperatures at successive nodes 

((𝑁 − 1), (𝑁 − 2),..., 2 and 1) marching towards the inner sur-

face of the pipeline. Based on the measured temperature 𝑇𝑁(𝑡) 

inside the pipeline wall at node 𝑁, the temperature of node  

(𝑁 − 1) is determined from Eq. (21). If the solution of the direct 

problem allows this and the temperature at node (𝑁 + 1) is cal-

culated, the temperature at node (𝑁 − 1) can be determined from 

Eq. (23). By substituting the calculated temperature 𝑇𝑁−1(𝑡) into 

Eq. (23), the temperature 𝑇𝑁−2(𝑡) at node (𝑁 − 2) is determined. 

The procedure is repeated using Eq. (23) until the temperature 

𝑇1(𝑡) at node 1 is determined. Knowing the temperatures 𝑇1(𝑡) 

and 𝑇2(𝑡) from Eq. (26) the heat flux �̇�𝑖𝑛(𝑡) on the inner surface 

of the pipe can be determined. 

In order to determine the heat transfer coefficient at the in-

ternal surface of the pipe ℎ, it is necessary to know the temper-

ature of the fluid 𝑇𝑓 flowing through the pipe. The boundary 

condition should then be used: 

 �̇�|𝑟=𝑟𝑖𝑛
= ℎ(𝑇𝑓 − 𝑇|𝑟=𝑟𝑖𝑛

), (27) 

where 

 𝑇|𝑟=𝑟𝑖𝑛
= 𝑇1, �̇�|𝑟=𝑟𝑖𝑛

= �̇�𝑖𝑛. (28) 

A transformation of Eq. (27) gives: 

 ℎ =
�̇�𝑖𝑛

𝑇𝑓−𝑇1
. (29) 

After determining the temperature distribution at the cross-

section of the cylindrical element at time 𝑡, the temperature dis-

tribution at time 𝑡 + ∆𝑡 is calculated. 

4. Computational validation of the inverse 

method 

The calculations were carried out for a header with an external 

diameter of 355 mm and a wall thickness of 50 mm. The pipe 

material is P91 steel. The temperature-dependent physical prop-

erties of the steel were assumed for the calculations: 

 𝑘(𝑇) = −0.003 × 10−10𝑇5 + 4.741 × 10−10𝑇4 +  

            −2.874 × 10−7𝑇3 + 6.438 × 10−5𝑇2 +  

 −4.177 × 10−4𝑇 + 28.676, (30) 

 𝑐(𝑇) = 1.41 × 10−6𝑇3 − 6.43 × 10−4𝑇2 +  

 +4.88 × 10−1𝑇 + 439.80. (31) 

The approximation of the physical properties was made us-

ing data from [28], the coefficient of determination of the two 

functions obtained being 𝑟2 ≅ 1. The value of the density of P91 

steel was assumed to be constant, equal to 𝜚 = 7750 kg/m3, as 

it changes very little in the temperature range for which the cal-

culations were carried out. 

Firstly, the temperature distribution in the pipeline wall was 

determined using a direct, analytical method, with the assump-

tion that the temperature of the fluid increases stepwise from 

20°C to 100°C with a heat transfer coefficient at the inner sur-

face of the pipeline of ℎ = 1 000 W/(m2K). The transient tem-

perature waveforms were determined at 51 evenly spaced nodes 

over the wall thickness, where the first node is on the internal 

surface, and the last node is on the external surface, assuming 

ideal heat insulation on the external surface of the pipeline  

(�̇� = 0). In addition, the heat flux and thermal stresses on the 

inner surface of the pipeline without holes were determined. The 

temperature waveforms from the selected nodes were then per-

turbed with random errors and were used as ‘measured data’ for 

the calculations performed using the inverse marching method. 

Then, the temperature, heat flux and thermal stress on the 

inner surface were reconstructed using an inverse marching 

method based on a temperature measurement inside the pipeline 

wall disturbed by random errors. 

In the proposed inverse marching method to monitor thermal 

stresses in simple shaped elements based on the measurement of 

the wall temperature at a single point, the sequence of operations 

is as follows. For a given time, the temperature distribution in 

the direct area is determined from the temperature measurement 

at node 𝑁 and for the insulated outer surface, including the tem-

perature at node (𝑁 + 1) located at a distance ∆𝑟 from 𝑁. Then, 

based on the temperature waveforms at nodes 𝑁 and (𝑁 + 1), 

the temperatures in the inverse region at nodes (𝑁 − 1),  

(𝑁 − 2),..., 1 are determined with a spatial step ∆𝑟, as well as 

the thermal stress and heat flux at node 1 (on the internal sur-

face). 

In the research presented in this paper, the main objective is 

to evaluate the influence of the number of nodes in the inverse 

region, the distance of node 𝑁 from the inner surface and the 

size of the time step on the accuracy of the performed calcula-

tions using the proposed inverse method. Therefore, in the cal-

culations made with the inverse method, the above-described se-

quence of operations was shortened and the ‘measured data’ 

generated by the analytical direct method at nodes 𝑁 and  

(𝑁 + 1) were used immediately. 

Cases where the node is located at distances 𝛿 of 6, 12 and 

18 mm were analysed. In addition, the inverse area was divided 

into 2, 3 and 4 control volumes in each case. Calculations were 

performed for time steps ∆𝑡 with values of 1, 2, 3, 4, 5 and 6 s. 

The division of the inverse region in the cross-section of the 

cylindrical element into finite volumes is shown in Fig 3. 

For each case, the mean squared errors of the calculated val-

ues of temperature and thermal stresses were determined relative 

to those determined from the solution of the direct problem. The 

results of the calculations are shown in Table 1. For each time 

step, the smallest mean squared error values for a given distance 

𝛿 from the internal surface are highlighted in green in Table 1.  
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The best results were obtained for the position of the temper-

ature measuring point at a distance of 6 mm from the inner sur-

face, for which the smallest errors correspond to a time step ∆𝑡 

of 1 s and a division into 2 control volumes. For this case, the 

mean-square error of the temperature 𝑠𝑁,𝑡𝑒𝑚𝑝 determined by the 

inverse marching method is only 0.289 K and the error in deter-

mining the thermal stress 𝑠𝑁,𝑠𝑡𝑟𝑒𝑠𝑠𝑒𝑠  is 0.871 MPa. For a meas-

uring point distance 𝛿 of 12 mm from the inner surface, the 

smallest errors are obtained for a time step ∆𝑡 of 2 s and division 

into 2 control volumes, and for a distance 𝛿 of 18 mm  for  

a time step ∆𝑡 of 5 s and division also into 2 control volumes. It 

is not a rule that, for a given time step, a division into two control 

volumes is the most favourable, especially for smaller time step 

values, but in fact, the most favourable choice of time step length 

corresponds to a division into the minimum number of control 

volumes. 

It should also be noted that very large mean squared errors 

were obtained for 𝛿 = 18 mm and a time step ∆𝑡 of 1 s. These 

results should not be taken into account because, according to 

the condition described in Eq. (13), the minimum time step for 

this distance is 2 s. 

The temperature and thermal stress curves calculated by the 

direct and inverse method on the surface of the analysed thick-

walled cylindrical element for several selected cases summari-

(a) 

 

(b) 

 

(c) 

 

 

 

Fig. 3. Division of the inverse area in the cross-section of a cylindrical element into: (a) two control volumes, (c) three control volumes, (c) four 

control volumes; N - position of the wall temperature measurement point. 

Table 1. Summary of mean square error values for the determined temperature and thermal stress depending on the value of the time step ∆𝑡, the 

number of control volumes and the distance from the inner surface 𝛿.  

Number of con-
trol volumes 

Time step 𝚫𝒕, 
s 

Distances of the measuring point from the inner surface 𝜹 

6 mm 12 mm 18 mm 

𝒔𝑵,𝒕𝒆𝒎𝒑, K 
𝒔𝑵,𝒔𝒕𝒓𝒆𝒔𝒔𝒆𝒔, 

MPa 
𝒔𝑵,𝒕𝒆𝒎𝒑, K 

𝒔𝑵,𝒔𝒕𝒓𝒆𝒔𝒔𝒆𝒔, 
MPa 

𝒔𝑵,𝒕𝒆𝒎𝒑, K 
𝒔𝑵,𝒔𝒕𝒓𝒆𝒔𝒔𝒆𝒔, 

MPa 

2 

1 

0.289 0.871 0.804 2.327 1.777 4.895 

3 0.344 1.040 0.761 2.271 2.632 7.744 

4 0.456 1.376 0.743 2.212 2.309 6.937 

2 

2 

0.310 0.938 0.427 1.240 0.965 2.702 

3 0.373 1.131 0.469 1.373 0.887 2.567 

4 0.459 1.390 0.541 1.577 0.834 2.424 

2 

3 

0.378 1.144 0.411 1.197 0.740 2.116 

3 0.417 1.268 0.502 1.472 0.660 1.898 

4 0.509 1.542 0.585 1.705 0.708 2.025 

2 

4 

0.435 1.318 0.508 1.473 0.628 1.824 

3 0.477 1.448 0.594 1.743 0.670 1.922 

4 0.567 1.720 0.664 1.939 0.735 2.090 

2 

5 

0.483 1.463 0.615 1.783 0.597 1.760 

3 0.522 1.584 0.671 1.972 0.719 2.064 

4 0.597 1.809 0.716 2.097 0.777 2.216 

2 

6 

0.519 1.571 0.715 2.071 0.623 1.825 

3 0.543 1.651 0.731 2.154 0.776 2.236 

4 0.613 1.860 0.756 2.227 0.823 2.362 
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sed in Table 1 are shown in Figs. 4 – 9. In the figures, two cases 

each for distance 𝛿 with, respectively, the smallest and largest 

mean square error of the determined temperature and thermal 

stresses using the inverse method are selected. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6. Conclusions  

Based on analyses of the accuracy of the inverse marching 

method used to determine thermal stresses in cylindrical pres- 

 

Fig. 4. Results of calculations of temperature and thermal stresses  

on the internal surface of a cylindrical element for measuring point 𝑁  

at a distance of 𝛿 = 6 mm using the direct and inverse method  

for ∆𝑡 = 1 s and division of the inverse area into 2 control volumes. 

 

Fig. 5. Results of calculations of temperature and thermal stresses  

on the internal surface of a cylindrical element for measuring point 𝑁  

at a distance of 𝛿 = 6 mm using the direct and inverse method  

for ∆𝑡 = 6 s and division of the inverse area into 4 control volumes. 

 

Fig. 6. Results of calculations of temperature and thermal stresses  

on the internal surface of a cylindrical element for measuring point 𝑁  

at a distance of 𝛿 = 12 mm using the direct and inverse method  

for ∆𝑡 = 3 s and division of the inverse area into 2 control volumes. 

 

Fig. 7. Results of calculations of temperature and thermal stresses  

on the internal surface of a cylindrical element for measuring point 𝑁  

at a distance of 𝛿 = 12 mm using the direct and inverse method  

for ∆𝑡 = 1 s and division of the inverse area into 2 control volumes. 

 

Fig. 9. Results of calculations of temperature and thermal stresses  

on the internal surface of a cylindrical element for measuring point 𝑁  

at a distance of 𝛿 = 18 mm using the direct and inverse method  

for ∆𝑡 = 2 s and division of the inverse area into 2 control volumes. 

 

Fig. 8. Results of calculations of temperature and thermal stresses  

on the internal surface of a cylindrical element for measuring point 𝑁  

at a distance of 𝛿 = 18 mm using the direct and inverse method  

for ∆𝑡 = 5 s and division of the inverse area into 2 control volumes. 
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sure elements without holes, the following conclusions can be 

drawn: 

 the best choice of time step length and number of control 

volumes/nodes depends on the location of the measurement 

point. It is advisable to select the location of the measuring 

point by making test calculations and checking which time 

step and number of nodes will give the results with the low-

est errors. The results of the test calculations confirm what 

could be expected, i.e. the closer the measuring point is to 

the inner surface, the more accurate the results. If the posi-

tion of the measuring point is imposed in advance, it is worth 

carrying out test calculations to determine the optimum num-

ber of nodes in the inverted area and the length of the time 

step; 

 the mean squared errors for temperature measurements are 

less than 1 K (for those selected as most favourable for 

a given distance from the inner surface 𝛿); 

 the mean squared errors of the thermal stresses for the most 

favourable configurations of the number of control volumes 

and time step length for a given distance 𝛿 range from 

0.871 MPa to 2.424 MPa, corresponding to temperature de-

termination errors of 0.289 K to 0.834 K. The maximum 

thermal stress during pipeline heating is approximately 

76 MPa. This shows how important it is to determine the ex-

act temperature distribution in the pipeline wall and to 

choose the best possible conditions (time step, distance 𝛿 and 

number of nodes) for making the calculations using the pre-

sented inverse method; 

 in addition to the calculations described, the heat transfer co-

efficient ℎ on the internal surface of the pipeline was deter-

mined. However, the mean square errors of the heat transfer 

coefficient determination are substantial. The slightest error 

was obtained for the case when the time step is ∆𝑡 = 3 s, the 

inverse area is divided into 4 control volumes, and the meas-

uring point is located at a distance 𝛿 of 6 mm and is 

215.6 W/(m2K) with a reference value ℎ of 1 000 W/(m2K). 

This leads to the conclusion that the heat transfer coefficient 

should be determined either from a correlation for the 

Nusselt number or by another method, such as that described 

in [30]. 
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1. Introduction 

The accelerating global climate change and the growing prob-

lem of the availability of primary energy resources have resulted 

in an unprecedented change in approach to energy supply plan-

ning and energy system development. According to major or-

ganisations [1‒3], the ongoing energy transition is nowadays 

driven by digitalisation, decarbonisation, decentralisation, and 

disruption-as-usual. Renewable energy, energy efficiency, inte-

gration of sectors, and circular economy, as well as electrifica-

tion of transport and district heating and cooling are key pillars 

of the future energy systems. According to IRENA’s report [3], 

to limit the rise in global temperature to well below 2°C above 

pre-industrial levels, the annual energy-related CO2 emissions 

should decline by 2050 by 70% below today’s level. To achieve 

this, electricity should progressively become the central en-

ergy carrier. Its share in global final consumption should grad-

ually increase to almost 50% by 2050, and 86% of electricity 
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Abstract 

Electrification of district heating and deep integration of sectors of national economies are fundamental elements of the 
future smart energy systems. This paper discusses the problem of optimal sizing of large-scale high-temperature heat pumps 
using treated sewage water as a heat source in a coal-fired district heating system. The study presents an approach to 
modelling of heat pump system that enables techno-economic analysis for investment decision making. Such analysis is 
enabled by a black-box-type identification model of the selected industrial heat pump. The model was developed based on 
the data generated by physical modelling of the heat pump using Ebsilon Professional software. In addition, it is proposed 
that the heat pump system is integrated with a dedicated photovoltaic power plant. The case study takes into consideration 
site-specific technical, economic, ecological, and legal constraints, weather conditions, hydraulic performance of the heat-
ing network, and variability of loads within the sewage and the district heating systems. The results revealed that the 
proposed modelling approach is effective regarding multiple simulations and system optimisation. In addition, it was found 
that large-scale heat pump projects can be technically feasible and profitable if the heat pump is appropriately sized and 
operated. In the given case, the optimum size of the heat pump for a city of around 180 000 inhabitants is around 12 MW 
under maximum winter load.  
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Nomenclature 

c ‒ specific heat capacity, kJ/(kg K) 

C ‒ cost, EUR 

CAPEX‒ capital expenditures, EUR 

COP ‒ coefficient of performance 

DPB ‒ discounted payback period, year 

G ‒ sewage load, m3/day  

h ‒ specific enthalpy, kJ/kg 

IRR ‒ internal rate of return 

L ‒ residual value, EUR 

�̇� ‒ mass flow rate, kg/s 

N ‒ economic lifetime, year 

NPV ‒ net present value, EUR 

NPVR‒ net present value ratio 

OC ‒ sum of operational costs, EUR 

p ‒ pressure, kPa 

P ‒ electric power, kW 

�̇� – heat flux, W 

r – discounted cash flow rate 

s ‒ specific entropy, kJ/(kg K) 

sc ‒ specific energy cost, EUR/GJ 

SPB ‒ simple payback period, year  

T – temperature, K 

Tx – income tax, EUR  

t ‒ time, year 

 

Greek symbols 

 – difference  

 – pressure ratio 

 – efficiency 

 

 

Subscripts and Superscripts 

aux ‒ auxiliary equipment  

av ‒ average 

B – boiler  

CP – central heating plant  

CHP ‒ combined heat and power (cogeneration) unit  

CSTP ‒ central sewage treatment plant 

d ‒ daily 

des ‒ at design conditions 

dhw ‒ district heating network water 

el – electricity, electrical 

env – environmental 

f – fuel 

grid ‒ power grid 

HP – heat pump  

i ‒ isentropic 

in – inlet conditions 

lift ‒ heat pump temperature lift 

m ‒ mechanical, materials 

max ‒ maximum 

out – outlet conditions 

sw – treated wastewater 

s ‒ after isentropic process 

wf ‒ working fluid 

ref ‒ reference value 

t ‒ time step 

 

Abbreviations and Acronyms 

CSTP‒ central sewage treatment plant 

ETS ‒ emissions trading system 

HP – heat pump  

M – electric motor 

PV ‒ photovoltaic 

generation should be renewable, and 60% should come from so-

lar and wind. The report also shows that by 2050 around 334 

million heat pumps should be installed globally. 

Regarding the energy supply and use patterns, energy har-

vesting, use of distributed resources, and distributed generation 

are envisioned as future backbones of the European energy sys-

tem. Key topics of discussions that nowadays take place globally 

are related to the so-called smart energy systems [4], which 

among other components are considerably based on 4th genera-

tion district heating, electrification, electrofuels, and energy ef-

ficiency. 

In the district heating sector, a faster rollout of energy tran-

sition must take place to meet energy and climate policy. Alt-

hough the European Union (EU) strategy for making heating 

and cooling more efficient and sustainable was announced in 

2016 [5], in some European regions little has been done in this 

area. On average, in the EU only about 25% of district heat is 

currently produced from renewable sources [6]. In countries like 

Poland, still, around 85% of primary energy input to district 

heating systems comes from fossil fuels, mainly coal, and diver-

sification of primary energy sources used for heat production is 

progressing very slowly [7]. In addition to this, in cities, high-

temperature district heating grids prevail. Overall, according to 

International Energy Agency (IEA) [6], decarbonisation poten-

tial of district heating is largely untapped, and decarbonisation 

efforts were not enough to curb associated emissions. 

According to the Project of strategy for district heating till 

2030 with a perspective till 2040 [8], there is a political commit-

ment to reorganisation, reconfiguration, and decarbonisation of 

the entire district heating sector in Poland. According to the pol-

icy targets, the share of renewable energy sources should in-

crease from the current level of 9.5% to 28.4% in 2030, and 85% 

of district heating systems meet the Energy Efficiency Directive 

(EED) (EU/2023/1791) definition of an effective system. Re-

garding specific technologies, the strategy, among other ven-

tures, recommends solar systems, geothermal plants, cogenera-

tion plants fired with biogas and hydrogen, heat pumps driven 

by electricity from renewable sources, as well as lowering dis-

trict heating network temperatures. The decomposition of dis-

trict heating systems and the introduction of new tools to inte-

grate distributed sources are also indicated in the document. 

In the market, considerable activities focused on energy tran-

sition have been recently triggered by many district heating 

companies across the country. In many cases, investors take into 

consideration that future district heating infrastructures should 

be designed for the future system, and as recommended by Lund 

et al. [9,10] should enable the integration of district heating with 
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the electricity sector. In this context, in the wide range of differ-

ent projects in Poland, large-scale industrial heat pumps recov-

ering heat from municipal sewages are frequently taken into 

consideration. The first project of this kind was carried out in 

2020 by Veolia in Szlachęcin near Poznań [11]. In that project, 

the lower heat source for the heat pumps is treated wastewater 

being disposed to the Warta River. The minimum temperature 

of the sewage water in winter is 8°C and the flow is within the 

range of 50 m3/h to 350 m3/h. The water is directed to a 300 m3 

concrete tank and then pumped to the cascaded heat pump sys-

tem of 1641 kW heating capacity, which delivers district heating 

water at 65°C.  

Another example is the 12.5 MW heat pump ongoing project 

triggered by Fortum in Wrocław [12,13]. In this case, untreated 

sewage will be used as the heat source. The total cost of the pro-

ject is estimated at PLN 82 million (around EUR 17.5 million). 

Large-scale heat pump projects were also triggered in 2022 by 

PGE Energia Ciepła in Cracow, by PGNiG Termika S.A. in 

Warsaw, and by PEC Gliwice Sp. z o.o. in Gliwice (Przedsię-

biorstwo Energetyki Cieplnej ‒ Heating Energy Company), and 

are considered by many other companies. In each case, projects 

are tailored taking into consideration local conditions for inte-

gration of sewage water treatment plant with district heating sys-

tem. As in 2022, due to disruptions caused by the situation in 

Ukraine, which caused issues of limited coal availability, many 

projects of this type are focussed on the security of heat supply 

and resilience of the systems to market turmoil. 

The use of large-scale industrial heat pumps, including high-

temperature ones, for the decarbonisation of the district heating 

sector has gained the significant interest of many stakeholders, 

including industry, policymakers, and researchers globally. For 

example, Volkova et al. [14] claim that large-scale heat pumps 

are key future district heating technologies, which in the base-

line scenario proposed will generate more than half of the heat 

for the Baltic states: Estonia, Latvia, and Lithuania in 2050. In 

Denmark, the total heat pump capacity in the district heating 

systems has increased in recent years, and experts expect this 

trend to continue as natural gas networks and coal are phased 

out [15]. Barco-Burgos et al. [16] have recently presented an ex-

tensive review paper focused on the integration of high-temper-

ature heat pumps in district heating and cooling networks. Ac-

cording to their study, small district heating and cooling systems 

present the largest potential for heat pump use and significant 

reduction of consumption of fossil fuels, while, in medium and 

large systems this potential is lower. 

David et al. [17] presented the results of the survey on the 

technical characteristics of 149 large-scale heat pumps in district 

heating systems with a total thermal heating output of 1.58 GW. 

The study revealed that with 54 examples in Norway, Sweden, 

Finland, and Switzerland and a total installed capacity of 

891 MW, sewage water is the most common type of heat source. 

The average of the installed capacity was 17 MW per heat pump 

unit. Another interesting insight is that some of the heat pumps 

installed in the newest age group (2011–2016) were sized for the 

primary load and are operated continuously for 7000–8000 

h/year, mainly to achieve a faster return rate of the investment. 

The annual operating hours of other heat pumps, especially the 

older ones, are in the range of 4000–7000 h. 

Arpagaus et al. [18] presented an extensive review of the 

state-of-the-art and current research activities in the field of 

high-temperature heat pumps with heat sink temperatures in the 

range of 90°C to 160°C. They identified 13 manufacturers that 

can deliver heat at a sink temperature of at least 90°C, and the 

heating capacities range from about 20 kW to 20 MW. Accord-

ing to the study, most of the heat pumps examined use a single-

stage thermodynamic cycle. They differ mainly in the type of 

refrigerant and compressor, and the coefficient of performance 

(COP) ranges from 2.4 to 5.8 at a temperature lift from 95°C to 

40°C. 

Bach et al. [19] analysed the technical and economic aspects 

of integrating large-capacity heat pumps in the Greater Copen-

hagen district heating system, which is, according to the authors, 

a state-of-the-art system with multiple heat sources. The results 

revealed that heat pumps connected to the distribution district 

heating networks can be operated for around 3500 full load 

hours and for approximately 4000 full load hours in a zero car-

bon-dioxide emission scenario expected in the year 2025. In the 

case heat pump is connected to the transmission network of an 

elevated temperature, the annual running time decreases to 

around 1000 full load hours. The main heat sources considered 

were drinking water, sewage water, and sea water, which re-

sulted in average value of the COP at 3.1, 3.2, and 2.9, respec-

tively, in the case heat pump is connected to the distribution net-

work, and at 2.6, 2.6, and 2.5 in the case heat is delivered to the 

transmission network. The total heating capacity of heat pumps 

recovering heat from sewage water was estimated at 87 MW. 

Popovski et al. [20] presented the results of a techno-eco-

nomic analysis of different decarbonisation scenarios for an ex-

isting district heating network supplied by coal-fired combined 

heat and power plants in Germany. The main focus of the study 

was on large-scale heat pumps. Key conclusions of the study 

were that under the current regulatory and economic framework, 

large-scale heat pumps are not cost-competitive with the exist-

ing coal-fired cogeneration plants, and the European Union 

Emissions Trading System (EU ETS) CO2 price will most likely 

not be a sufficient incentive in the short and medium term. To 

be cost-competitive, heat pumps should be operated for a signif-

icant number of hours per year, and the district heating supply 

temperature should be lowered. 

Trabert et al. [21] theoretically examined the economic per-

formance of electricity price-driven heat production by a river 

water two-stage ammonia heat pump in district heating systems 

using the EnergyPRO software. The heat pump was integrated 

with an existing cogeneration plant and a heat storage tank. The 

electricity for the heat pump was assumed to be supplied by the 

cogeneration plant, and the electricity costs resulted only from 

the lost revenue from a potential sale of electricity at the spot 

market. Four values of heating capacity were tested in the heat 

pump sizing exercise, i.e. 4.70, 5.17, 5.64, and 6.11 MW, re-

spectively. The annual average COP of the heat pump was in the 

range from 3.4 to 3.7 depending on the heat pump size, and the 

annual running hours were from 6354 h/a for the smallest heat 

pump to 4794 h/a for the largest one. The results revealed that 
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the lowest levelized cost of heat (LCOH) was obtained for the 

heat pump of 4.70 MW heating capacity and the electricity-price 

driven operation was especially relevant for lower heating loads 

out of the heating season. 

Fambri et al. [22] investigated the operation of large-scale 

heat pumps in district heating systems considering that the 

power-to-heat energy conversion process may provide flexibil-

ity for the electricity sector. They performed a case study for the 

city of Turin and created a potential scenario for heat pump op-

eration based on the integration of the electric distribution sys-

tem and the district heating distribution system. Results revealed 

that the installation of a 2.5 MW heat pump using groundwater 

of 15°C as a heat source and 250 m3 heat storage tank may be 

profitable. The achieved simple payback period (SPB) of the 

project was in the range of 10.2 years with a potential reduction 

by 18% depending on flexibility provision incentives. 

This work focuses on the heat recovery from municipal sew-

age water treatment plants. According to Volkova et al. [14], 

sewage water treatment plants are sources of heat with a high 

utilisation potential and are available all year round, ensuring 

relatively high values of COP. On the other hand, Ziemele and 

Dace [23] claim that usually located at a certain distance from 

the city, away from most heat consumers, and the full exploita-

tion of their potential can be problematic. In their study for Riga, 

they sized heat pump for the heat demand of the adjacent heating 

area, which resulted in a much lower capacity (8 MW) than the 

total heat potential of the treated wastewater. This resulted in the 

waste water heat recovery share in annual heat production at the 

level of 2%. 

In this paper, the techno-economic study of the integration 

of municipal sewage treatment system and district heating sys-

tem through the installation of large-scale heat pump is per-

formed under Polish 2022 market conditions. One of the chal-

lenges in such projects is to determine the optimal size of the 

equipment, which depends on several factors, such as the flow 

and temperature of treated wastewater, the desired district heat-

ing network water temperature, and the economic and environ-

mental constraints of the project. In this paper, a general meth-

odological framework for sizing industrial heat pumps for waste 

heat recovery from sewage treatment plants is presented. Ac-

cording to [16], only a few published works discuss the optimal 

and basic integration of heat pumps in district heating and cool-

ing systems, while the optimal size of heat pumps for a given 

system widely depends on local conditions, and macroeconomic 

factors, such as electricity and fuel prices. The proposed meth-

odology is analogous to the one used for sizing organic Rankine 

cycle (ORC) cogeneration systems in retrofitting projects of 

coal-fired district heating plants [24,25]. 

The case study was carried out for the city of Gliwice, where 

the share of coal in the energy mix for district heating is cur-

rently 100%. In addition, heat is produced in heat-only boilers. 

The main objectives of the work are: 

i) to assess energy, environmental, and financial perfor-

mance indicators of the heat pump implementation project, 

ii) to optimally size the heat pump for the given system, 

iii) to determine whether the integration of sectors through the 

heat pump is competitive in the district heating system,  

iv) to identify key factors influencing the profitability. 

Optimal selection of heat pump size, working fluids, param-

eters, and its integration with the existing district heating system 

are critical issues of the project. Considerable differences in en-

ergy, ecological, and economic results are observed for different 

heat pump cycle configurations and working fluids [18,26]. An 

important aspect of system design is also the hydraulic perfor-

mance of a district heating network [27]. Regarding practical so-

lutions, Barco-Burgos et al. [16] identified twelve generic con-

figurations of heat pumps and how they can be integrated into 

district heating and cooling systems. The design task should also 

take into consideration an operational strategy and control of the 

heat pump unit under variable load and price conditions. An im-

portant problem of the optimisation task is also a selection of 

proper objective functions and constraints. The task must be 

properly formulated under the site-specific heating load profile, 

economic (including financial support mechanism) and legal 

conditions, including different strategies to supply electric en-

ergy to the heat pump plant. On the other hand, in practice, the 

final solution adopted for implementation is heavily dependent 

on the offers of heat pump manufacturers and engineering com-

panies, as well as on the maturity of the market. 

In Poland, according to the report [28], the district heating 

sector covers around 24% of the total demand for heat in the 

country, and the share of coal in heat production in the sector 

was 72.5% in 2018. District heating systems are responsible for 

more than 35 million tons of CO2 emissions annually. In cities 

with a population in the range of 20–99 thousand people, the 

share of heat delivered from ineffective heating systems is 

72.5% and in smaller cities, it is 86.2%. The heat pump market 

is emerging and nowadays there is only one reference system 

with a cascade of Mitsubishi heat pumps [11]. The heat pump 

was traditionally regarded as a non-competitive solution in 

Polish district heating systems. The reason for this was the rela-

tively low price of coal. Moreover, according to the position of 

power transmission system operator (TSO) ‒ PSE S.A., there 

will not be a sufficient amount of electricity available to electrify 

district heating in Poland in 20‒30 years. The situation has dra-

matically changed in the year 2022 as coal prices increased sev-

eral times. In addition, there has been a considerable increase in 

the number of European Union emission allowances (EUAs) 

processed under EU ETS. This together resulted in a significant 

increase of heat production costs. Additionally, emission limits 

resulting from the EU directives [29,30] force district heating 

companies to make strategic investment decisions.   

The work presented concerns pre-feasibility study and pre-

design process of the heat pump plant for heat recovery from the 

central municipal sewage water treatment plant in the city of 

Gliwice. The scope of work covers the preparation and analysis 

of input data, heat pump modelling, system design and simula-

tions, and financial analysis. The aim is to perform a quantitative 

assessment of the technical feasibility and cost-effectiveness of 

the project and to provide the information necessary to make an 

investment decision, proceed to further stages of design, and 

take steps to raise investment funds. 

A single heat pump technology is considered for size opti-

misation. The main reason for this is the actual availability of 
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appropriate heat pumps in the Polish market. Although the num-

ber of identified companies was considerable, only a few of 

them responded to inquiries on potential deliveries and their 

willingness to cooperate within the project. The technology pre-

liminary evaluated for this study is the SHP-C600 heat pump 

system proposed by Siemens Energy [31,32]. 

2. Decarbonisation of Gliwice district heating  

system  

The city of Gliwice is located in the southern part of the country, 

in the Silesia region, where also significant coal resources and 

active coal mines exist. The population of the city is around  

180 thousand inhabitants. The city is located in the area of an 

accumulation plain cut by the Kłodnica River valley, which has 

a symmetrically developed network of side valleys in this area. 

Morphologically, the Gliwice region is poorly diversified. The 

average annual temperature varies between 7‒8°C. The average 

monthly temperature in January is between 3°C and 2°C, 

while the average monthly temperature in July varies between 

14°C and 16°C. Important factors influencing the climate of the 

city of Gliwice are high economic activity and the concentration 

of residential buildings. The significant degree of urbanisation 

results in the emissions of gaseous and particulate pollutants 

much higher than in other parts of the country.  

The largest heat supplier and district heating network opera-

tor in the city is the municipal district heating company PEC 

Gliwice Sp. z o.o. (PEC), which operates in the field of heat gen-

eration, transmission, and distribution in accordance with the 

concessions granted by the President of the Energy Regulatory 

Authority of Poland. The main source of heat for the district 

heating network is the central heating plant equipped with 

7 coal-fired boilers of total heating capacity of 360.5 MW, 

which is located in the western part of the city. The technologi-

cal system of the heating plant includes a boiler house consisting 

of three WP-70 pulverised coal-fired water-tube boilers of 

81.4 MW nominal heating capacity each and a boiler house in 

which four WR-25 coal-fired water-tube grate boilers of 

29.2 MW nominal heating capacity are installed. The minimum 

allowable heating output of the WP-70 boiler is around 35 MW 

and that of the WR-25 boiler around 10‒12 MW. The indicative 

thermal efficiency of boilers (ratio of thermal output to fuel 

LHV (lower calorific value) chemical energy input) in the 

2021/22 heating season was B = 0.84 for WP-70 boilers and B 

= 0.87 for WR-25 boilers. Total annual coal consumption in the 

2021/2022 heating season was 114 207.93 tonnes, and the aver-

age LHV (lower heating value) of coal was 21.4 MJ/kg. Apart 

from coal, the plant also uses significant amounts of quick lime, 

urea, and water in exhaust gas treatment systems to keep emis-

sions below the current limits. 

The total length of the district heating network is around 

235  km. The network is the 2G (second generation) high-tem-

perature water network with a maximum winter forward water 

temperature of 120°C. The network arrangement is of mixed ra-

dial and ring type, with several loops in the central region. The 

heat carrier is led out of the heating plant via 4 transmission 

pipelines: North-Western (2×DN600), New Western 

(2×DN700), Southern (2×DN500), and Northern (2×DN350). 

The total number of heating substations in the network is 1682 

located in 6 heating zones. Figure 1 depicts the central heating 

plant output, while the temperature characteristics of the district 

heating network is depicted in Fig. 2. 

As a result of the ongoing local programme of emission re-

duction from distributed domestic boilers and intensive devel-

opment of new residential, retail, and office areas in Gliwice, the 

number of connected consumers and the ordered heating power 

are constantly increasing. For example, the heating power of fa-

cilities connected to the district heating network in the 

2018/2019 season amounted to 15.65 MW, of which 5.47 MW 

were newly built buildings. 

Recently, several new investment projects have been trig-

gered aiming at obtaining the status of an efficient district heat-

ing system as defined by the revised EED [33]. Those include 

the implementation of a cogeneration plant fired with biomass 

and waste-derived fuels, a solar heating plant with a peak capac-

ity of 13.3 MWp and heat storage. The investment project was 

publicly announced at [34]. The simulated heat output of the so-

lar plant is already depicted in Fig. 1. In addition to this, several 

projects have been triggered in the field of waste heat recovery 

from distributed sources, including the Gliwice Central Sewage 

Treatment Plant. The key existing infrastructure for the project 

includes equipment and installations located at the heat pump 

and sewage treatment plant, and the district heating network. 

 

Fig. 1. Annual profile of heating plant thermal output (2022 data). 

 

Fig. 2. Annual characteristic temperatures of the system. 
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Locations of the heating plant and the sewage treatment 

plant in the heating network are depicted in Fig. 3.  

3. Heating potential of treated sewage water 

The sewage treatment plant in Gliwice is presented in Fig. 4. 

It treats the city's sewage before discharging it into the Kłod-

nica River. The plant was designed for the maximum sewage 

treatment capacity of Gd,max = 84 000 m3/day, and daily av-

erage flow of Gd,av = 40 000 m3/day. Sewage treatment tech-

nology is based on mechanical and biological processes, with 

the possibility of chemical support. Before discharge into the 

river, the treated wastewater flows through a measuring sta-

tion, where the flow and temperature are determined. 

 

Fig. 4. Central Sewage Treatment Plant of Gliwice (source: Google Earth). 

 

Fig. 3. Locations of the heating plant (1) and the sewage treatment plant (2) in the Gliwice district heating network. 
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At the first stage of project development, the potential of 

treated sewage water for heat recovery was assessed. This was 

done by adopting flow rate and temperature measurements 

available from the plant’s SCADA (supervisory control and data 

acquisition) system, and using the following formula: 

 �̇�𝐻𝑃,𝑖𝑛 = �̇�𝑠𝑤𝑐𝑠𝑤∆𝑇𝑠𝑤. (1) 

Based on available measurement data, the annual flow and 

temperature models were developed with hourly resolution.  

Figure 5 depicts the flow of wastewater. Characteristic morning 

and evening peaks can be observed, as well as the night valleys, 

which typically occur between 2:00 and 7:00 am. Temperature 

of the wastewater is depicted in Fig. 6. The highest value meas-

ured is 22.9C and the lowest one is 10.7C. According to the 

acquired measurement data, the maximum thermal power that 

can be recovered from the treated wastewater at the temperature 

drop of T = 5 K is 31.5 MW and the minimum is 2.7 MW. The 

annual average value is 8.1 MW. It was found that the peak 

flows occur on summer days in the time of heavy rains. The low-

est heat recovery potential is in winter. The highest heat recov-

ery potential is in July while the lowest one is in March.  

Figure  7 depicts the duration curve of the heat recovery poten-

tial. It can be concluded that very high recovery potential lasts 

for a relatively short time, and throughout most of the annual 

time the potential is close to average. 

There are two important features of the sewage treatment 

plant in Gliwice. The first one is that there are running two bio-

gas-fired cogeneration modules of 365 kW and 210 kW installed 

electric power, respectively. The second favourable feature of 

the location is that there is available more than 20 000 m2 of land 

for a photovoltaic (PV) power plant. Therefore it was decided 

that the PV system would be collocated with the heat pump. The 

realistic peak power output of the plant was assessed at around 

1200 kW. The PV generation model is based on the measure-

ments from a nearby PV plant located at the Gliwice campus of 

the Silesian University of Technology. The annual PV genera-

tion profile in kW is depicted in Fig. 8. 

4. Materials and methods 

Heat pumps are a major technology for integrating low-temper-

ature heat sources with high-temperature district heating sys-

tems. The proposed methodology for optimal sizing of the heat 

pump and its integration with both the technological system of 

the sewage treatment plant and the district heating network is 

based on the following key steps: 

a) acquisition of input data; 

b) equipment availability assessment and selection of heat 

pump technology; 

c) identification of key performance parameters of the heat 

pump system through physical modelling; 

d) development of the heat pump identification model based 

on black-box type correlation; 

 

Fig. 7. Annual wastewater heat recovery potential  

duration curve. 

 

Fig. 6. Annual wastewater temperature profile. 
 

Fig. 8. Modelled annual power output of the PV plant. 

 

Fig. 5. Annual wastewater flow profile. 
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e) hydraulic interconnection design for the integration of 

heat pump with the district heating system; 

f) construction of a simulation model enabling multiple cal-

culations and system optimisation; 

g) annual system simulations with different values of decision 

variables, and determination of key items of the annual 

substance and energy balance; 

h) estimation of investment expenditures for different heat 

pump heating capacities; 

i) determination of the level of profitability of the project in 

the individual variants, 

j) sensitivity analysis. 

In the first step, relevant valid measurement data on the op-

eration of both the district heating system and the sewage treat-

ment plant system were acquired and analysed. Based on this, 

daily variation profiles of the individual parameters were deter-

mined and an annual data set was compiled for the simulation 

calculations of the heat pump system.  

The heat pump selection for the project should take into con-

sideration criteria such as the design temperature lift, coefficient 

of performance (COP), capital and operating costs, reliability, 

maintenance, and environmental impact. In this study, the 

equipment market was screened for the availability of heat 

pumps, as well as the available reference projects were exam-

ined. Overall, two types of approaches were identified in the 

field of waste heat recovery from sewage treatment plants. The 

first is based on cascaded systems and a larger number of heat 

pumps like in the case of Szlachęcin project [11]. In the second 

approach, large-scale industrial heat pumps are used. As there is 

no need to reserve heating capacity due to the possibility of sup-

plying from the existing heating plant, the second approach was 

selected. It was preliminary considered to adopt for further stud-

ies the SHP-C600 industrial heat pump produced by Siemens 

Energy [31,32,35,36]. According to Siemens Energy publicly 

available data, the solution has been proven, implemented, and 

improved since 1981, and there are currently more than 50 units 

of this type in operation with a single pump heating capacity 

ranging between 5 MW and 30 MW. So far, the technology has 

proven high availability and flexibility of operation. According 

to the obtained information, the heat pump can potentially run 

for 8700 hours per year and the minimum allowable heating load 

of the heat pump is 30% of maximum power. This enables flex-

ible cooperation with the heating plant, as well as with the future 

sources of heat in the district heating system. The single heat 

pump unit arrangement of the wastewater heat recovery system 

is also focused on minimisation of the service costs. 

The heat pump can be built in a heating capacity variant from 

5 MW to 70 MW. The auxiliary equipment will be supplied with 

0.4 kV. Although, according to Siemens, heat sink temperature 

up to 150°C is possible [36], it is planned to build a typical unit, 

reaching a hot water temperature of up to 99ºC at the outlet to 

the grid. The time of occurrence of the network supply water 

temperatures higher than 99ºC was approximately 314 hours in 

the 2021/2022 season. After taking into consideration the point 

of heat pump interconnection, network water flows, and heated 

areas of the system, it was concluded that the temperatures 

higher than 99ºC will be required throughout around 283 hours 

per year.  

The heat pump consists of an evaporator, a condenser with 

a subcooler, expansion valves, a flash tank, and a two-stage ra-

dial turbo compressor with inlet guide vanes at both compressor 

stages. The compressor will be driven by an electric motor (al-

ternating current (AC) machine) with a supply voltage of 

10.5 kV. A schematic diagram of the heat pump is depicted in 

Fig. 9. An advantageous feature of the proposed system is the 

direct heat exchange between heat pump working fluid and the 

treated wastewater, which will eliminate the demand for an in-

termediate heat exchanger, which would cause unfavourable 

temperature differences and exergy losses. 

4.1. Heat pump physical model  

The physical model of the heat pump is built using equations 

that describe the thermodynamic processes that make up the heat 

pump cycle. The working fluid is trans-1,3,3,3-tetrafluoropro-

pene, which is also named refrigerant R-1234ze(E). It is used by 

several high-temperature heat pump manufacturers, including 

Siemens. The critical pressure of this fluid is 3634.90 kPa and 

critical temperature is 382.51 K.  

The key performance parameters of heat pumps are heating 

capacity �̇�𝑜𝑢𝑡, cooling capacity (or heat absorbed from the sink) 

�̇�𝑖𝑛, temperature lift ∆𝑇𝑙𝑖𝑓𝑡 , and coefficient of performance 

COP. 

The heating output of the heat pump is the sum of heat ex-

tracted from the working fluid in the condenser and subcooler. 

Taking into account the specific points of the thermodynamic 

cycle defined in Fig. 9, the heat output can be presented as 

 �̇�𝐻𝑃,𝑜𝑢𝑡 = �̇�𝑤𝑓,4(ℎ𝑤𝑓,4 − ℎ𝑤𝑓,6). (2) 

Heat losses from the heat exchangers were neglected due to the 

relatively low process temperature. The values of specific en-

thalpy of the working fluid in points 4, 5 and 6 result from the 

saturation conditions at the given pressure. The pressure setpoint 

results from the district heating network water temperatures at 

 

Fig. 9. Schematic diagram of the industrial heat pump. 
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the heat pump outlet Tdhw,out. The temperature after the sub-

cooler, and thus the enthalpy hwf,6 result from the network water 

temperature at the heat pump inlet Tdhw,in. 

After the subcooler, the working fluid pressure is throttled to 

the intermediate pressure, which results from the outlet pressure 

of the first compressor stage: 

 𝑝7 = 𝑝2. (3) 

The throttling process occurs at constant enthalpy. Thus, 

equations for the two respective throttle valves are: 

 ℎ𝑤𝑓,6 = ℎ𝑤𝑓,7, (4) 

 ℎ𝑤𝑓,9 = ℎ𝑤𝑓,10. (5) 

The mass and energy balances of the phase separator (flash 

tank) take the form 

 �̇�𝑤𝑓,7 = �̇�𝑤𝑓,8 + �̇�𝑤𝑓,9, (6) 

 �̇�𝑤𝑓,7ℎ𝑤𝑓,7 = �̇�𝑤𝑓,8ℎ𝑤𝑓,8 + �̇�𝑤𝑓,9ℎ𝑤𝑓,8, (7) 

where specific enthalpies hwf,8 and hwf,9 are saturation enthalpies 

for liquid and vapour phase, respectively. 

Heat delivered to the working fluid in the evaporator is 

 �̇�𝐻𝑃,𝑖𝑛 = �̇�𝑤𝑓,10(ℎ𝑤𝑓,1 − ℎ𝑤𝑓,10). (8) 

Again, the specific enthalpies of hwf,1 and hwf,10 results from the 

pressure setpoint, which depends on the treated wastewater tem-

perature at the heat pump outlet (Tsw,out). 

The most important component of the heat pump system is 

the compressor. In the SHP-C600, a two stage compressor is 

used. The respective pressure ratios of the particular stages are: 

 𝜀1 =
𝑝2

𝑝1
, (9) 

 𝜀2 =
𝑝4

𝑝2
. (10) 

The entropy of the working fluid after the isentropic com-

pression process is 

 𝑠2|𝑝2
= 𝑠1|𝑝1

. (11) 

From the value of entropy s2, the value of enthalpy h2,s after 

the isentropic compression is determined. Then the isentropic 

efficiency is used to calculate the enthalpy after the actual com-

pression process: 

 ℎ𝑤𝑓,2 = 𝜂𝑖(ℎ𝑤𝑓,2,𝑠 − ℎ𝑤𝑓,1) + ℎ𝑤𝑓,1. (12) 

Electrical power delivered to the electric motor driving the 

compressor first stage is 

 𝑃𝑒𝑙,𝑖𝑛,1 =
�̇�𝑤𝑓,1(ℎ𝑤𝑓,2−ℎ𝑤𝑓,1)

𝜂𝑚𝜂𝑒𝑙
. (13) 

The power deliver to the second stage is 

 𝑃𝑒𝑙,𝑖𝑛,2 =
�̇�𝑤𝑓,3(ℎ𝑤𝑓,4−ℎ𝑤𝑓,3)

𝜂𝑚𝜂𝑒𝑙
. (14) 

Finally, the coefficient of performance is 

 COP =
�̇�𝐻𝑃,𝑜𝑢𝑡

𝑃𝑒𝑙,𝑖𝑛,1+𝑃𝑒𝑙,𝑖𝑛,2
. (15) 

The temperature lift is defined as 

 ∆𝑇𝑙𝑖𝑓𝑡 = 𝑇𝑑ℎ𝑤,𝑜𝑢𝑡 − 𝑇𝑠𝑤,𝑖𝑛. (16) 

In actual operating conditions, the heat pump runs at variable 

parameters. The key independent parameters selected for the 

heat pump model are: treated sewage water temperature at the 

evaporator inlet (Tsw,in); water temperature at the inlet and outlet 

of the condenser (Tdhw,in, Tdhw,out); and heating capacity (�̇�𝐻𝑃,𝑜𝑢𝑡), 

which can be lower than the maximum achievable at given tem-

peratures (part load conditions). To appropriately assess annual 

energy balance of the system, time series simulation is required 

with hourly resolution. District heating network and treated sew-

age water parameters are known from measurements. Parame-

ters of the heat pump must be determined from the model for 

each time step (t). 
The heat pump cycle is depicted in the temperature – entropy 

(T-s) diagram in Fig. 10. Because the measurements of relevant 

heat pump performance parameters were not available, the rele-

vant model was built using Ebsilon Professional simulation soft-

ware [37], and calibrated with publicly available data given in 

[31,32,35]. The model is shown in Fig. 11. The most important 

issue of the modelling is the unknown pressure-flow character-

istics of the compressor. In the study the Ebsilon built-in char-

acteristics was used. Table 1 presents a comparison of results 

obtained by the model with parameters initially presented by 

Siemens Energy in [35]. The heat pump was simulated in design 

and off-design modes respectively, and a number of data points 

were generated. Those data were then used to develop regression 

models of key performance parameters, which were later used 

 

Fig. 10. Simulated heat pump cycle in T-s diagram. 
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for an annual simulation of the system’s operation. Such an ap-

proach was previously demonstrated in [24,25,38].  

The highest capacity and COP values are achievable in the 

summer when the wastewater temperature is high and the net-

work water temperature is low. In winter, both heating output 

and COP decrease. Hence, the average annual efficiency of the 

system is influenced by the utilisation strategy of the unit and 

the duration of operation under winter and summer conditions 

respectively.  

4.2. Heat pump black-box identification model 

Although physical equation based modelling of heat pump per-

formance gives relatively good predictions of the key perfor-

mance parameters, it is not effective regarding multiple time se-

ries simulations required for system optimisation. The problem 

is long calculation times and convergence problems at some set 

points. For this reason, a black-box parametric model was de-

veloped that enabled multiple trouble-free simulations.  

The highest assumed heating capacity of the heat pump 

model under winter conditions was 18 970 kW at a wastewater 

temperature of 14C and a district heating network water tem-

perature of 99C. This value has been set as the reference one 

�̇�𝐻𝑃,𝑜𝑢𝑡,𝑑𝑒𝑠
𝑟𝑒𝑓

. The heating capacity �̇�𝐻𝑃,𝑜𝑢𝑡,𝑑𝑒𝑠 was then used as 

the scaling and sizing design parameter. The Matlab software 

was used to fit appropriate correlations which enabled multiple 

annual simulations of the heat pump operation with hourly res-

olution. The relative achievable full load heating output under 

given thermal conditions, which was obtained from Ebsilon sim-

ulations, is 

 

Fig. 11. Ebsilon Professional physical model of the Siemens SHP-C600 heat pump; M – electric motor, M – mass flow, H – enthalpy, 

P – pressure; T – temperature; QT – heat transferred, X – vapour quality. 

Table 1. Comparison of modelling results with data declared by the HP manufacturer. 

Parameter Unit 
Declared 
data [35] 

Modelling  
result 

Relative  
difference 

Heat source water mass flow kg/s 1333.0 1310.72 -1.67% 

Heat sink water mass flow kg/s 94.0 90.99 -3.20% 

Working fluid mass flow through the evaporator kg/s 87.5 87.54 0.05% 

Working fluid mass flow through the condenser kg/s 93.0 93.15 0.16% 

Heating capacity kW 16510.0 16001.09 -3.08% 

Cooling capacity (heat input) kW 11563.0 11586.35 0.20% 

Electric power input kW 5124.0 4973.41 -2.94% 
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�̇�𝐻𝑃,𝑜𝑢𝑡,𝑚𝑎𝑥

�̇�𝐻𝑃,𝑜𝑢𝑡,𝑑𝑒𝑠
= [−𝑎 + 𝑏𝑇𝑠𝑤,𝑖𝑛 + 𝑐∆𝑇𝑙𝑖𝑓𝑡 − 𝑑𝑇𝑠𝑤,𝑖𝑛∆𝑇𝑙𝑖𝑓𝑡 − 𝑒(∆𝑇𝑙𝑖𝑓𝑡)

2
], (17) 

where the values of coefficients are: a = 5.9340, b = 0.2129, c  = 

0.1386, d = 0.0021, e = 0.0007. The coefficient of determination 

for this correlation is R2 = 0.9999. The results of curve fitting 

are depicted in Fig. 12.  

The maximum value of COP achievable under given tem-

perature conditions is 

 COP𝑚𝑎𝑥 = [𝑎 + 𝑏𝑇𝐻𝑃,𝑜𝑢𝑡 − 𝑐𝑇𝑠𝑤,𝑖𝑛 − 𝑑(𝑇𝐻𝑃,𝑜𝑢𝑡)
2

+ 𝑒𝑇𝐻𝑃,𝑜𝑢𝑡𝑇𝑠𝑤,𝑖𝑛 + 𝑓(𝑇𝑠𝑤,𝑖𝑛)
2

], (18) 

where the values of coefficients are: a = 2.8150, b = 0.0368, c = 

0.0597, d = 0.0004, e = 0.0003, f = 0.0014. The coefficient of 

determination for this correlation is R2 = 0.9966.  
Under real operating conditions, the heating capacity of the  

heat pump is frequently limited by the heat balance of the dis-

trict heating network. Therefore, the actual COP at given time 

step is calculated using the following formula: 

 COP = [−𝑎 + 𝑏
�̇�𝐻𝑃,𝑜𝑢𝑡

�̇�𝐻𝑃,𝑜𝑢𝑡,𝑚𝑎𝑥
+ 𝑐𝑇𝑠𝑤,𝑖𝑛 − 𝑑 (

�̇�𝐻𝑃,𝑜𝑢𝑡

�̇�𝐻𝑃,𝑜𝑢𝑡,𝑚𝑎𝑥
)

2

− 𝑒
�̇�𝐻𝑃,𝑜𝑢𝑡

�̇�𝐻𝑃,𝑜𝑢𝑡,𝑚𝑎𝑥
𝑇𝑠𝑤,𝑖𝑛], (19) 

where the values of coefficients are: a = 0.126, b = 2.047,  

c = 0.03105, d = 0.9205, e = 0.03109. The coefficient of deter-

mination for this correlation is R2 = 0.999. 

4.3. Hydraulic integration 

It was proposed to directly integrate the heat pump with the 

treated wastewater duct and the district heating grid. The ap-

proach is based on the construction of a concrete overflow buffer 

tank for the treated wastewater pumping station and a concrete 

heating chamber equipped with appropriate shut-off fittings, 

which will provide two modes of operation for the heat pump 

system: 

 mode 1 ‒ in parallel with the central heating plant ‒plugging 

into the supply and return pipelines; 

 mode 2 ‒ in series with the central heating plant ‒ connection 

to the return pipeline only for preheating of return water.  

The second mode will be applied at the lowest ambient tem-

peratures when the heat pump will contribute only to around 5% 

of the total heat demand of the district heating system. A sche-

matic diagram of the heat pump hydraulic integration is pre-

sented in Fig. 13. 

In the next step, hydraulic and thermal simulations of the dis-

trict heating network were performed to determine the intercon-

necting pipe diameter and the effects of the network operation 

 

Fig. 12. Curve fitting to Ebsilon Professional simulation results. 

 

Fig. 13. Schematic diagram of the heat pump hydraulic integration. 
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with multiple heat sources. As it is presented in Fig. 3, the cen-

tral heating plant and heat pump are located in different parts of 

the city and the distance between them is around 7 228 m. The 

district heating network model was built using the NetSim soft-

ware [39] and detailed network data available in the Municipal 

Spatial Information System ‒ Systemic Heat Portal (https:// 

msip.gliwice.eu/geoportale). In particular, the routes and diam-

eters of the pipelines were taken from the portal. The model was 

calibrated with measurement data for selected states of the dis-

trict heating network provided by the district heating company. 

In the study, three pipe diameters were taken into consideration: 

DN200, DN400, and DN500 respectively. Sample results are 

depicted in Figs. 14 and 15.  

It was found that the DN200 diameter of the interconnecting 

pipe results in high values of differential pressure at the heat 

pump system, thus the cost of water pumping increases. 

A change in pipeline diameter from DN200 to DN400 leads to 

a significant reduction in the required differential pressure and 

thus in the electrical drive power requirement of the network 

water pumps. The pipeline diameter is further increased to 

DN500, and the reduction in the required differential pressure is 

relatively small. Eventually, the DN400 pre-insulated pipeline 

was selected. 

The obtained results confirmed the possibility of cooperation 

between the existing central heating plant and the heat pump lo-

cated on the premises of the sewage treatment plant. The respec-

tive heat sources will run in parallel and supply heat to different 

areas of the district heating system. It was also confirmed that, 

under summer load conditions, it is possible to switch off the 

central heating plant and deliver heat to consumers from the heat 

pump only. 

4.4. Economic model 

The final step was to evaluate the feasibility and profitability of 

installing an industrial heat pump for waste heat recovery from 

sewage treatment plants. This was done by comparing the finan-

cial benefits and costs of the project over the assumed lifetime 

of 15 years. According to market producers estimations, the spe-

cific capital investment costs for the installed system without in-

tegration are 250 to 800 EUR/kWth, and depend mainly on heat-

ing capacity, temperature lift and scope of supply [36]. The in-

vestment costs are studied in depth in [40‒42]. According to dif-

ferent data sources, the expected value for 10 MWth heat pump 

is between 350 and 500 EUR/kWth. After consulting different 

engineering offices and potential vendors, investment cost data 

were acquired. Available data from other projects were also 

taken into consideration. As the total capital investment costs 

(total CAPEX) are always site-specific and significantly influ-

enced by system integration costs, this study uses engineering 

evaluation methods based on the scope of the project, which in-

cludes: 

 heat pump; 

 container transformer station with 20 kV input voltage 

with 10.5 kV outputs (heat pump) and 0.4 kV (internal in-

stallations and drives); 

 connection to the external electricity grid and power sup-

ply to the transformer station (cable line of estimated 

length of 1500 m); 

 construction of a concrete overflow buffer tank for the 

wastewater pumping station with an estimated volume of 

125 m3; 

 installation of a system of submersible pumps for the 

treated wastewater to the heat pump, together with an in-

take filter to prevent the coarse fraction (plants, dead birds) 

from entering the pumps; 

 variable-speed drives for treated wastewater pumps; 

 machinery house building of 12 m× 35 m and height of 

9 m on a floodplain, soundproofed, equipped with over-

head crane and social space, including fabrication; 

 machinery house building electrical, HVAC (heating, ven-

tilation, air conditioning), and sanitary installations; 

 photovoltaic plant with a peak capacity of 1.17 MWp; 

 electrical installation integrating sewage treatment plant, 

PV, and heat pump systems; 

 pre-insulated pipe DN400 district heating network trans-

mission section, 1700 m long (complete supply, works and 

acceptance in the thermal-technological sector); 

 concrete heating chamber at the point of connection of the 

system to the district heating network; 

 hydraulic system and fittings of a district heating chamber 

ensuring change of supply modes of a district heating net-

work; 

 

Fig. 14. Estimated distribution of differential pressure in the section 

connecting the heating and sewage treatment plants for a heat pump 

with a heating capacity of 13 MW and a transmission pipeline diameter 

of DN400. 

 

Fig. 15. Required differential pressure at the point of incorporation of 

a heat pump with a heating capacity of 13 MW, depending on the  

diameter of the transmission pipeline. 
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 electrical installation of the heating chamber and power 

supply; 

 district heating network water pumping station; 

 hydraulic system to integrate the sewage treatment plant 

with the heat pump system and the district heating network 

(auxiliary equipment, fittings, pipework ‒ complete sup-

ply, works and commissioning of the heat-technology 

branch); 

 control system, field measurements, and telemetry for PEC 

(complete supply, works, and commissioning in the field 

of instrumentation and control engineering). 

The costing curves elaborated for CAPEX estimations are 

depicted in Fig. 16. The investment costs for the interconnecting 

pipeline strongly depends on the pipe diameter, which is shown 

in Fig. 17. The obtained values of the estimated capital expend-

itures are overall in line with the literature data taking into ac-

count recent increases in costs in the construction sector. It can 

be also concluded that the specific scope of the project and site-

specific requirements, such as hydraulic and electric intercon-

nections, and the collocated PV plant, significantly influence the 

total CAPEX. Therefore, the specific total CAPEX gets very 

high values for the smallest heat pump option. The higher is the 

design heating capacity �̇�𝐻𝑃,𝑜𝑢𝑡,𝑑𝑒𝑠 the lower is the total spe-

cific CAPEX. 

The optimisation problem is to select the size of the heat 

pump to achieve the best value of a selected quality indicator 

(objective function) under given constraints. The task is solved 

from the local financial perspective. Therefore, the net present 

value (NPV) calculated for the economic lifetime of the project 

was selected as the main objective function: 

 maxNPV, (20) 

where 

 NPV = ∑
ΔCF𝑡

(1+𝑟)𝑡 − CAPEX𝑁
𝑡=1 . (21) 

Other financial indicators such as net present value ratio 

(NPVR), internal rate of return (IRR), simple payback period 

(SPB), discounted payback period (DPB) were also calculated 

where it was possible. 

The key component of the objective function is the differen-

tial cash flow ΔCFt resulting from cash flows after and before 

the project. Assuming that the project does not generate new in-

comes as the market for heat remains the same after the project, 

the differential cash flow results mainly from the changes in 

costs: 

 ΔCF𝑡 = CF𝑡
′ − CF𝑡 =  −∆OC𝑡 − ∆Tx𝑡 + ∆𝐿𝑡, (22) 

where the residual value L is calculated only for t = 15. The dif-

ferential operational costs take into account mainly changes in 

costs of electricity, fuel costs, and maintenance and environmen-

tal costs related to heat sources: 

 ∆OC𝑡 = 𝐶𝐻𝑃,𝑡 + ∆𝐶𝐶𝑃,𝑡 = (𝐶𝑒𝑙,𝐻𝑃 + 𝐶𝑚,𝐻𝑃 + ∆𝐶𝑓,𝐶𝑃 + ∆𝐶𝑒𝑙,𝐶𝑃 + ∆𝐶𝑚,𝐶𝑃 + ∆𝐶𝑒𝑛𝑣,𝐶𝑃)
𝑡
. (23) 

For tax calculations also the changes in depreciation and 

financial costs are taken into consideration. It must be 

emphasised that the cost of heat recovered from the treated 

wastewater was set to 0. 

The key assumptions for financial calculations are as fol-

lows: 

 The project is a standalone unit of analysis. 

 The project’s economic lifetime is 15 years. 

 Construction time is 2 years. 

 Discounted cash flow rate is r = 0.03. 

 Two funding options were considered: with no subsidy 

(only equity and loan) and with a subsidy of 30% of the 

total investment cost. In the first option, the share of equity 

is 25%. 

 Prices are valid for the year 2022. 

 Coal price: 195 EUR/tonne (at LHV = 21.40 MJ/kg). 

 Utility grid electricity price: 195 EUR/MWh (constant 

price based on current contract). 

 Price of CO2 emission allowance in EU ETS: 

84 EUR/tonne. 

 

Fig. 16. Investment cost estimations. 

 

Fig. 17. Specific investment costs for the interconnecting pipeline 

as a function of diameter (Poland, 2022 prices, pre-insulated pipes 

in reinforced trench). 
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 Heat pump service and maintenance cost (including re-

serves for overhauls): 2.5% of the direct investment ex-

penditures (i.e. related to the productive assets). 

The objective function is subject to both equality and ine-

quality constraints, which result from heat load profile, heat re-

covery potential from the treated wastewater, parameters of dis-

trict heating water, energy and substance balances, heat pump 

and coal-fired heat only boilers characteristics including COP 

and efficiency variations, range of allowable loads, etc. The ba-

sis for the sizing of the heat pump and the analyses of the quan-

titative effects of the project is the reference hourly distribution 

model of key parameters in terms of substance and energy bal-

ances. Calculations were carried out using an hour-by-hour sim-

ulation method. In the heating season, the heat pump system is 

covering the base heating load of the district heating system. 
During the off-season operation, heat for the district heating net-

work is generated exclusively by heat pump systems and a solar 

thermal plant. Coal-fired boiler plants are not in operation. The 

heat pump works under part load conditions to enable full con-

sumption of the solar heat. 

The municipal district heating network balance takes into 

consideration heat supplies from different heat sources. Assum-

ing that at each hour the heat generation by solar plant, as well 

as heat consumption and losses from the grid remain unchanged 

after the project, the differential heating power balance results 

in reduced heating output of coal-fired boilers: 

 −∆�̇�𝐵 = �̇�𝐻𝑃,𝑜𝑢𝑡 + �̇�𝐶𝐻𝑃 − �̇�𝐶𝑆𝑇𝑃. (24) 

Electric power balance of the heat pump system takes into 

account electricity from the grid and generated on-site: 

 
�̇�𝐻𝑃,𝑜𝑢𝑡

COP
+ 𝑃𝑎𝑢𝑥 = 𝑃𝑔𝑟𝑖𝑑 + 𝑃𝑃𝑉 + 𝑃𝐶𝐻𝑃 + 

                                                        −𝑃𝑃𝑉,𝐶𝑆𝑇𝑃 + ∆𝑃𝐶𝑃. (25) 

In the base case scenario, a year-round operation of the heat 

pump unit was assumed (8000 hours), with two shutdowns at the 

beginning and end of the heating season. The assumed shut-

downs aim to ensure a technical minimum for the coal-fired 

boilers being dispatched. An alternative operating strategy can 

be oriented towards minimising the cost of heat generation and 

dependent on the instantaneous price of electricity. Typically, 

this approach to pump control is used for energy purchases on 

the Commodity Exchange. In this study, however, constant elec-

tricity price was assumed as the electricity for PEC is procured 

through a tendering procedure. Therefore, the alternative strat-

egy taken into consideration assumes shutdowns of the heat 

pump whenever performance parameters do not justify the mo-

mentary costs of heat production. 

5. Results and discussion  

Detailed annual simulations were carried out for 6 variants of 

the heat pump size expressed by the maximum heating power in 

winter conditions. In each variant, this power is: variant HP_16 

‒ 16 MW, variant HP_14 ‒ 14 MW, variant HP_13 ‒ 13 MW, 

variant HP_12 ‒ 12 MW, variant HP_11 ‒ 11 MW, variant 

HP_10 ‒ 10 MW, and variant HP_5 ‒ 5 MW. 

It was found that variability of treated wastewater flow and 

temperature, district heating network heat demand, and temper-

atures result in high variability of the heat pump performance 

parameters, such as the achievable heating capacity and COP. 

Depending on the heat pump design heating capacity (size), the 

fraction of annual time where the heat pump works under part 

load conditions is different. The simulated annual variations of 

heat pump relative heating capacity and COP in the base case 

operation scenario for the heat pump_12 variant are depicted in 

Figs. 18 and 19, respectively. It can be concluded that the high-

est values of COP occur in summer. However, in summer the 

heating output is significantly reduced due to both low heating 

demand and parallel operation with the solar plant. On the other 

 

Fig. 18. Simulated annual variations of a 12 MW heat pump’s  

heating output. 

 

Fig. 19. Simulated annual variations of relative heating output and 

COP of a 12 MW heat pump. 

 

Fig. 20. Annual average load factor. 
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hand, in the winter the heat pump runs closer to full load condi-

tions, however, the achievable heating output and COP vary due 

to the availability of heat recovery potential.  

Figures 20 to 24 summarise the key simulation results for the 

individual heat pump capacity variants. Figure 20 depicts the 

annual average load factor (defined as the ratio of the actual  

heating capacity to the achievable capacity under given ther-

mal conditions) for different heat pump size options. As the 

installed capacity of the heat pump increases, the value of the 

annual average load factor decreases. It can be concluded that 

only the smallest heat pump can operate close to full load con-

ditions. The larger the heat pump the actual load is limited by 

both the availability of the heat recovery potential and the heat 

demand in the district heating network. The influence of those 

limitations on COP is shown in Fig. 21. 

Figure 22 depicts potential direct reductions in coal con-

sumption at heating plant and related CO2 emissions. The pre-

sented values are valid only if the electricity to drive the heat 

pump is supplied from renewable energy sources. In the case 

electricity is from coal-fired power plants, the systemic effects 

will be lower as the heat pump operation will result in additional 

fuel consumption at utility power plant. 

Figures 23 and 25 present values of the objective function 

(NPV) for different heat pump size variants. It was found that 

the best option under the given assumptions is the HP_12 vari-

ant. However, the NPV curve is quite flat in the area of optimal 

solutions. Therefore, the potential range of heat pump design 

heating capacities that should be considered for the project is 

11–14 MW. This gives the manufacturer a flexibility margin. 

Another important finding is that under given prices and opera-

tional strategy the project is not profitable without subsidies. 

The final value of NPV index is slightly negative for all the var-

iants within the range of optimal solutions. The value of dis-

counted payback period (DPB) is higher than 15 years and the 

value of SPB is in the range of 12 years, as depicted in Fig. 24. 

As a result of the analyses carried out, the most favourable 

technical solution was found to be a heat pump variant with a de-

sign heating capacity of 12 MW under maximum winter load 

conditions. The baseline operational strategy assumed heat 

pump operation within 8000 hours per year. It results in an av-

erage annual heat pump load factor of 0.80 and an average an-

nual COP of 3.20. Its implementation leads to a reduction in coal 

consumption at the central heating plant of approximately 

15987  tonnes/year and a reduction in CO2 emissions of approx-

imately 34694 tonnes/year. The estimated total investment out-

lay (CAPEX) is at the level of EUR 14 759 183, which re- 

sults in a  specific investment cost of 1230 EUR/kW. The  

profitability indices without subsidies are slightly negative: 

NPV = 360070.4 EUR, NPVR = 0.025, IRR = 0.027, 

 

Fig. 21. Annual average COP. 

 

Fig. 22. Annual reduction of coal consumption and related CO2  

emissions from coal-fired boilers. 

 

Fig. 23. NPV for different heat pump size variants. 

 

Fig. 24. SPB for different heat pump size variants. 
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SPB = 12.12  years, and DPB >15 years. The change in the pro-

ject’s value over the years is depicted in Fig. 25. Figure 26 de-

picts the project’s sensitivity to critical financial parameters.  

If the project is subsidised at 30% of CAPEX, the profitabil-

ity indicators take on the values: NPV = 3,056,658.3 EUR, 

NPVR = 0.21, IRR = 0.068, SPB = 8.88 years, DPB = 10.73 

years. Those are values typically accepted in the district heating 

sector. 

The profitability of the project is highly sensitive to the var-

iability of the critical project parameters, which include the elec-

tricity purchase price, the coal purchase price, the CO2 emission 

allowance (EUA) price, and the total capital expenditure 

(CAPEX). The project shows the greatest sensitivity in relation 

to the electricity purchase price, and then to coal and EUA 

prices. The project is much less sensitive to CAPEX, which 

means operational effects are of critical importance for profita-

bility.  

After considering the specific contribution of each project 

effect to the final financial value, it was found that, relative to 

the results presented, there is a potential for improvement in en-

ergy and financial performance. This, however, requires the de-

velopment of a suitable strategy for operating the heat pump. 

Given that the cost-effectiveness of heat pump operation in 

the district heating system with coal-fired boilers is determined 

by the ratio of the cost of driving energy, which is the ratio of 

electricity cost to the sum of the costs of coal and CO2 emissions, 

a potential for improving the financial effects exists in reducing 

the annual operating time of the heat pump to the period during 

which the following precondition is met: 

 
𝑠𝑐𝑒𝑙

COP
<

𝑠𝑐𝑓

𝜂𝐵
. (26) 

Given that the average efficiency of a coal-fired boiler at 

heating plant is around 0.85 and the COP is 3.2 for average an-

nual conditions and 2.6 for winter conditions, the ratio of elec-

tricity cost to fuel cost should be below 3.76 for average annual 

conditions and 3.06 in the winter. The assumed prices result in 

a ratio of 3.11, which means that winter operation of the heat 

pump with low COP generates financial losses. Taking the heat 

pump periodically out of operation at the lowest achievable COP 

values will lead to reduced losses and therefore an improved an-

nual result. Therefore, in additional simulation, it was assumed 

that the heat pump is taken out of service when the COP falls 

below 3.0. The values of the profitability indices obtained for 

the financing variant without financing improved (see Fig. 27), 

resulted in NPV = 728 508 EUR, NPVR = 0.05, IRR = 0.037, 

SPB = 11.15  years, and DPB = 14.19 years. The annual operat-

ing time of the heat pump in this control scenario was 6986 

hours per year. The simulations also revealed that setting the 

COP criterion too high leads to a further reduction in operating 

time, which leads to a reduction in cost-effectiveness. It is there-

fore recommended that an algorithm be developed to control the 

use of the heat pump depending on the achievable COP and the 

actual energy cost ratio. 

6. Conclusions  

Using physical modelling to develop a black-box-type identifi-

cation model of the industrial heat pump system appeared to be 

effective modelling approach that enabled multiple system sim-

ulations and techno-economic optimisation. Models of such type 

can deliver useful information regarding investment decision 

making and production planning. Heat pumps are thermody-

namic systems that can be modelled relatively fast using availa-

ble software tools. However, such model require calibration us-

ing measurement data form existing plants. Better accuracy of 

 

Fig. 25. Simple and discounted value of the project  

for HP_12 size variant. 

 

Fig. 26. Sensitivity analysis for HP_12 size variant. 

 

Fig. 27. Impact of operational strategy on NPV. 
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the models can be achieved if larger collections of measurement 

data is available.  

An important conclusion from the study is that the projects 

of implementation of large industrial heat pumps in Polish dis-

trict heating systems may be nowadays profitable. Although the 

expected payback periods are quite long, the profitability indices 

are overall positive if the heat pump is appropriately sized and 

runs under given price conditions. The profitability is highly in-

fluenced by the energy performance of the system, which mainly 

results from the sizing of the heat pump, load conditions, and 

achievable COP. In the presented case study, the project of inte-

gration of sewage treatment plant and heating plant with the heat 

pump system is on the verge of profitability, and therefore even 

small changes in technical performance may significantly influ-

ence the objective function.   

It was also concluded that the profitability of the project is 

strongly dependent on the size of the heat pump and the optimal 

solution exists. For the given potential for heat recovery from 

the treated wastewater, which is between the summer maximum 

of 31.5 MW and the winter minimum of 2.7 MW, the optimal 

size of the heat pump (regarded as maximum heating capacity 

under winter conditions) is 12 MWth. Such a heat pump unit 

ensures an annual average heat recovery rate of around 7 MW, 

which is slightly below the annual average heat recovery poten-

tial (7.9 MW). Smaller heat pumps are less cost-effective as 

a significant increase in the total CAPEX occurs once the heat 

pump size is reduced. The profitability of larger heat pumps is 

significantly influenced by part load conditions, which result in 

COP reductions.   

As the project’s profitability is very sensitive to the technical 

performance of the system, and considering that due to the heat 

pump integration with high-temperature heating grid the result-

ing COP is relatively low, the recommended strategy for heat 

pump operation is to control the momentary cost of heat gener-

ation resulting from thermal conditions, COP, electricity and 

fuel prices and environmental costs. Relevant algorithms and 

software should be implemented to assist system operators in 

making well-informed operational decisions. 

The market trends in Poland have recently revealed a con-

siderable decrease in electricity prices while coal and CO2 prices 

remained close to the values assumed for the study. This is the 

result of a significant increase in power generation by PV and 

wind plants recently commissioned in Poland. In addition, major 

energy companies in Poland have recently announced strategies 

indicating the withdrawal of coal assets and significant invest-

ments in renewable energy sources. In June 2023, for the first 

time in history, negative prices of electricity occurred in the na-

tional commodity energy exchange. In the light of the obtained 

results of this study, it can be concluded that the profitability of 

projects assuming the implementation of large-scale heat pumps 

in the district heating sector in Poland will improve shortly and 

a considerable number of new projects should be expected to be 

triggered. 
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1. Introduction 

Today, the world is seeing a continuous increase in the demand 

for electricity [1]. This has contributed to increased exploration 

and use of energy resources [2], rising energy prices [3], and the 

energy crisis [4]. This has caused an increase in the emission of 

pollutants into the natural environment [5]. As a result, many 

countries have tightened standards, restrictions and rigour re-

lated to the emission of pollutants into the environment [6]. Such 

actions have forced the search for new energy-saving technolo-

gies [7] and rational energy management [8], among other 

things. This involves, among other things, recovering waste en-

ergy [9,10], using renewable energy sources (RES) [11], or 

searching for new high-efficiency systems [12] and energy ma-

chines [13]. One possibility that meets the above requirements 

is the use of combined heat and power (CHP) systems [14], in-

cluding organic Rankine cycle (ORC) technology [15]. 

It should be mentioned that ORC systems can be powered by 

heat sources with a wide temperature range [16]. These systems 

can use, among other things, waste heat [17] or RES [18], i.e. 

biomass [19], geothermy [20] or solar energy [21]. It should be 

noted that in ORC systems, in addition to expansion units (EUs),  
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Abstract 

The paper presents the results of experimental research on a pumping engine with the low-boiling medium HFE-7100. The 

research was conducted in a micro-ORC system with an output of about 2.5 kWe. Among other factors, the impact of 

working medium temperature and pump rotational speed on the operating parameters of the gear pump and pumping engine 

is analyzed. The research shows that increasing the rotational speed and HFE-7100 temperature resulted in an increase in 

the power consumed by the pump drive and an increase in the effective power of the pump. The increase in the effective 

power of the pump was greater than the electrical power consumption of the pump drive, resulting in an increase in the 

volumetric efficiency of the pump. It has been established that, at a constant pump rotational speed of 2000 rpm, increasing 

the average temperature of HFE-7100 by 27 K from approximately 304 K resulted in a 4% increase in the pump's volu-

metric efficiency to 80%. It has been established that, for any value of pump rotational speed and working fluid tempera-

ture, there exists an optimal effective power value for the pump at which the pumping engine achieves the maximum 

efficiency. 

Keywords: Gear pump; Pumping engine; HFE-7100; Micro-cogeneration; ORC system 

 

 
Vol. 45(2024), No. 1, 125‒140; doi: 10.24425/ather.2024.152002 

Cite this manuscript as: Kaczmarczyk, T.Z. (2024). Experimental research of a pumping engine in a micro-ORC system with a low-

boiling medium. Archives of Thermodynamics, 45(4), 125‒140. 

Co-published by 

Institute of Fluid-Flow Machinery 

Polish Academy of Sciences 

Committee on Thermodynamics and Combustion 

Polish Academy of Sciences 

 
Copyright©2024 by the Authors under licence CC BY-NC-ND 4.0 

 
http://www.imp.gda.pl/archives-of-thermodynamics/ 

http://www.imp.gda.pl/archives-of-thermodynamics/


Kaczmarczyk T.Z. 
 

126 
 

Nomenclature 

d  – diameter, m 

Eu  – Euler number, Eu=p/v2 

f  – frequency, 1/s 

g  – gravitational acceleration, m/s2 

H  – head, m 

L  – characteristic dimension, m 

m  – mass flow rate, kg/s 

n  – rotational speed, rpm 

N  – power, W 

p  – pressure, kPa 

P  – net pump power, W 

q  – volumetric flow rate, m3/s 

R  – range 

Re  – Reynolds number, Re=vL/ 

t  – temperature, °C 

v  – velocity, m/s 

V  – elementary capacity, m3/rev 

w  – velocity, m/s 

x  – quality 

 

Greek symbols 

  – difference 

  – efficiency, % 

  – dynamic viscosity, Pa s 

  – density, kg/m3 

  – angular velocity, rad/s 

  – specific speed 

 

 

Subscripts and Superscripts 

1,2 – ordinal numbers 

av  – average 

e  – electrical 

i  – inner 

nom– nominal 

min – minimal 

PE – pumping engine 

r  – real (measured) 

t  – thermal 

th  – theoretical 

vol  – volumetric 

u  – effective 

 

Abbreviations and Acronyms 

BWR – back work ratio 

CHP  – combined heat and power 

EES  – Engineering Equation Solver 

EV  – expansion valve 

EU  – expansion unit 

GWP – global warming potential 

MTG – micro turbogenerator 

MR  – measurement range 

MV  – measurement value 

ORC  – organic Rankine cycle 

PE  – pumping engine 

RES  – renewable energy sources 

R1  – first temperature range 

R2  – second temperature range 

VSD  – variable speed drive 

 

flow units [22,23] and volumetric units [24], pumping engines 

(PEs) are essential components [25]. PEs not only determine the 

proper operation of the entire cogeneration system [26] but also 

the profitability and investment payback period [27]. 

One indicator determining the operating efficiency of cogen-

eration systems is the back work ratio (BWR), which is the ratio 

of the electrical power consumed by PE to the power produced 

by EU [28]. BWR is an important indicator considered in sensi-

tivity analysis [29] and the optimisation process [30] of ORC 

systems with gas turbines [31]. Studies [32] show that BWR is 

directly correlated with the evaporation temperature of the 

working medium (R123) and has extremes at which the BWR 

value is minimum. The value of the BWR indicator depends on 

the type of working medium. For the same evaporation temper-

ature value, the BWR value of the organic mediums used in 

ORC systems is higher than that obtained for water. As the crit-

ical temperature of the working medium increases, the BWR 

value decreases [33]. That is why in organic Rankine cycles, un-

like in classical steam cycles, the BWR indicator can have a high 

value. That is why it can significantly affect the efficiency of the 

ORC system and even cause it to be negative [34]. Then the 

electric power consumed by PE is greater than the total electric 

power produced by the expansion unit(s) operating in the micro-

ORC system [7]. 

Therefore, the efficiency of these power machines, and thus 

their energy intensity, should be as low as possible [35]. That is 

why new organic media are continually being tested in ORC sys-

tems to achieve the lowest possible BWR values [36]. However, 

it should be emphasised that pumps are mostly designed to op-

erate with water as the working fluid [37]. Meanwhile, the phys-

ico-chemical properties of organic working media differ signif-

icantly from those of water [38]. Many a time such liquids have 

much higher density and lower viscosity in relation to water 

[39]. As a consequence, they can cause higher losses due to in-

ternal leaks in pump components and reduce their efficiency and 

effective delivery head [40]. Additionally, the working fluids 

used in ORC systems can have adverse effects on pump [41] and 

microturbine components [42,43], and they can also cause cavi-

tation [44,45]. These phenomena can contribute to machinery 

malfunctions, which can eventually lead to their damage or 

breakdown. Therefore, to prevent and eliminate these adverse 

effects, analyses [46] and numerical simulations [47] are con-

ducted, as well as experimental research [48] when these ma-

chines operate in conjunction with each other in ORC systems 

[49]. 

For example, Yang et al. [50] conducted a study on a multi-

stage centrifugal pump, hydraulic diaphragm metering pump 

and roto-jet pump in an ORC system with R245fa refrigerant. 

The study was conducted with a working fluid temperature at 

https://en.wikipedia.org/wiki/Characteristic_length
https://en.wikipedia.org/wiki/Dynamic_viscosity
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the pump supply of approximately 30°C and a pressure range of 

4 to 11 bar. They determined that the maximum efficiencies of 

these pumps were 58.76%, 55.26% and 30.51%, respectively. 

On the other hand, the maximum mechanical efficiency of the 

multistage centrifugal pump operating in an ORC system with 

R245fa fluid was approximately 62% [51]. Zeleny et al. [52] 

conducted a study on a PE with a gear pump operating in an 

ORC system with a nominal electrical power of approximately 

5 kWe. The pump was supplied with the working fluid, hexame-

thyldisiloxane. The study shows that, at the operating point of 

the ORC unit, the maximum isentropic and volumetric efficien-

cies were approximately 70% and 81%, respectively, and the PE 

efficiency was approximately 45%. D'Amico et al. [53] con-

ducted a study on a multi-diaphragm pump in a 5 kWe ORC sys-

tem. They used R134a as the working fluid. For the nominal op-

erating parameters of the ORC system, the working fluid tem-

perature at the pump supply was approximately 30°C. The study 

showed that with a differential pressure of approximately 15 bar 

in the pump, the maximum PE efficiency was approximately 

32%, and the maximum volumetric efficiency of the pump was 

around 94%. 

Carraro et al. [54] studied a PE with a multi-diaphragm pump 

in a 4 kWe ORC system with R134a as the working fluid. The 

pump, operating at a supply frequency of 50 Hz, had a rotational 

speed of 960 rpm and could generate a maximum pressure of 

approximately 25 bar. The study shows that an important param-

eter affecting the efficiency of PE is the pump rotational speed. 

They determined that as the rotational speed of the pump in-

creases, the efficiency of PE increases. At 53% of the rated fre-

quency of the pump drive supply and within a working fluid 

pressure differential range of 7 bar to 15.5 bar, the efficiency of 

PE was in the range of 1524%. When the drive supply fre-

quency was increased to 80% of the rated value, and the rota-

tional speed of the pump was thus increased to 782 rpm, a pres-

sure differential of 15 bar and a maximum PE efficiency of ap-

proximately 48% were achieved. On the other hand, further in-

creases in the rotational speed of the drive resulted in a decrease 

in PE efficiency. Numerical analysis by Zardin et al. [55] shows 

that at low rotational speeds and high forcing pressures, so-

called critical operating conditions arise, resulting in an approx-

imate 15% decrease in the mechanical efficiency of the gear 

pump. 

A study by Misiewicz [56] shows that as the load rate and 

rotational speed decrease, the efficiency of an electric motor op-

erating in conjunction with a frequency converter decreases. The 

researchers found that an electric drive operating below 70% of 

the rated load could result in a reduction in the efficiency of the 

pump unit by approximately 57%. Similar conclusions were ob-

tained by Yang et al. [57], who studied a piston pump in an ORC 

system with R123 fluid. The study shows that at low rotational 

speeds (approximately 8 Hz), the maximum efficiency of PE 

was around 30%, with the pump's maximum isentropic effi-

ciency of approximately 73%. 

However, the total efficiency of PEs used in micro-ORC sys-

tems depends not only on the pump efficiency but also on the 

efficiency of the pump drive and additional equipment, e.g. in-

verter, etc. For example, a study conducted by Landelle et al. 

[58] on a PE unit with a reciprocating pump in an ORC system 

with R134a fluid shows that, regardless of the pump's rotational 

speed and discharge pressure, the power consumption of the var-

iable speed drive (VSD) is constant. The power balance pre-

sented for the PE unit shows that at a maximum pressure of 35 

bar and about 33% of the rated rotational speed of the pump, the 

power lost by VSD was about 44%, and the effective power of 

the pump was about 40% of the total power of the PE unit. On 

the other hand, pump and motor losses were 13% and 3%, re-

spectively. Under the rated operating conditions of the pump, 

the effective power of the pump accounted for approximately 

52% of the total power of the PE unit, and the losses in VSD, 

motor and pump were 19%, 12% and 17%, respectively. The 

researchers found that at the rated rotational speed of the pump, 

as the forcing pressure decreases, the effective power of the 

pump decreases, and the losses in VSD, motor and pump in-

crease. 

Feng et al. [59] conducted a study on a plunger pump oper-

ating in an ORC system with a capacity of approximately 2 kWe. 

The cogeneration system used an expansion unit with a scroll 

expander, which was powered by the R123 fluid. The study 

found that the isentropic efficiency of the scroll expander was in 

the range of 69% to 85%. The researchers determined that the 

efficiency of the electric generator was in the range of 60% to 

73%. On the other hand, the isentropic efficiency of the plunger 

pump was in the range of 27% to 54%. For these operating con-

ditions of the cogeneration system, the BWR value was in the 

range of 14% to 32%. The work highlights that the maximum 

theoretical thermal efficiency of this cycle was approximately 

11%, and the maximum thermal efficiency confirmed by the 

study was about 5%. On the other hand, a study [60] conducted 

on a diaphragm metering pump in an ORC system with R123 

fluid demonstrates that as the BWR indicator increases, the ther-

mal efficiency of the cycle decreases. On the other hand, the 

ORC system's thermal efficiency was 0.13% and was similar to 

the results obtained by Gao et al. [61]. 

On the other hand, Komaki et al. [62] found that an alterna-

tive to commercial solutions could be a rotary jet pump (known 

as a Pitot pump), which could ensure not only a higher delivery 

head but also a higher flow at a higher efficiency. Literature data 

[63] show that the delivery head of a Pitot tube pump can be 

approximately 1.6 times higher than that of a conventional cen-

trifugal pump operating at the same speed. Because in this de-

sign (Pitot pump), high rotational speeds of the pump are not 

necessary to generate high forcing pressure. In addition, the Pi-

tot pump can also produce high pressure of the liquid at a low 

flow rate of the working fluid. 

As part of the literature review, it is worth mentioning that 

research is also being conducted on so-called pumpless ORC 
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systems. A study by Jiang et al. [64] demonstrated that the max-

imum electrical efficiency of a pumpless ORC system with  

a 1 kWe scroll expander powered with R245fa was 2.4%. Theo-

retical calculations by Gkimisis et al. [65] demonstrate that 

pumpless micro-ORC systems can achieve a maximum thermal 

efficiency of approximately 5%. On the other hand, according 

to Richardson [66], in the case of two-stage systems with ther-

mofluidic pumps, the theoretical efficiency of these ORC sys-

tems can be approximately 7.5%. However, it should be empha-

sised that these systems require advanced control and regulation 

systems and have a more complex structure compared to sys-

tems with PEs. 

The conducted review of the thematic literature shows that, 

despite high pump efficiencies [67], the efficiency of the re-

maining components of the unit also has a fundamental impact 

on the total efficiency of the PE. As a result, the maximum effi-

ciencies of PEs operating in micro-ORC systems did not exceed 

48%. Moreover, the application of a different operating medium 

to the same type of pump gives different results obtained during 

experimental tests. As the review shows, the results obtained by 

experimental testing differed significantly from those obtained 

during theoretical calculations. For example, the theoretical ef-

ficiencies of the pumps and PEs were more than twice as high 

as the efficiencies noted during the experimental research. 

Hence, one can see the existing necessity to conduct experi-

mental research on PEs operating in micro-ORC systems. 

The paper presents a study conducted on a PE with a gear 

pump and the low-boiling fluid HFE-7100. Currently, there is  

a lack of experimental study on PE with such a medium in the 

thematic literature. It should be emphasised that HFE-7100 is 

environmentally friendly and possesses good thermodynamic 

properties as a potential working fluid for ORC systems. The 

HFE-7100 medium has a GWP value of 320, which is signifi-

cant in terms of environmental assessment [69]. However, this 

medium is categorised as a solvent, which, consequently, can 

have an adverse effect on some construction materials of the 

pumps, as demonstrated in this work. That is why the experi-

mental research results presented can also have a practical ap-

plication in addition to the scientific aspects. Moreover, the re-

search presents the effect of changing the temperature of the 

working fluid on the operating parameters and performance of 

the pump and PE, which will certainly contribute to filling the 

existing literature gap in this subject area. The work presents the 

performance characteristics of the PE and the pump based on 

dimensionless numbers, which will facilitate other researchers 

in comparing their research results and analyses. The PE char-

acteristics presented as a function of dimensionless numbers en-

able researchers to compare their research results for different 

types of pumps effectively, spanning a wide power range. More-

over, it will be possible to compare PE research for the various 

working mediums used in ORC systems. The author's motiva-

tion and rationale for conducting experimental research, based 

on the author's experience, are presented in Section 2. 

2. Motivation and rationale for conducting the 

experimental research 

Most pumps available on the commercial market mainly have 

operating characteristics specified for water as the working me-

dium. Manufacturers do not always provide the operating char-

acteristics of pumping engines specified for the new working 

mediums used in ORC systems. It should be noted that there is 

also limited information on the durability and compatibility of 

pump construction elements for these new operating mediums. 

That is why, in the commercial market, the selection of pumping 

engines with the required operating parameters for the ORC sys-

tem with the HFE-7100 medium was largely limited. It should 

be emphasised that the cost of purchasing a commercial PE is 

several times less than the price to be paid for individually de-

signing and building a prototype pumping engine [49]. This 

means that using a commercial PE in an ORC system can be 

justified economically, as it can significantly reduce the total 

cost of the microsystem. 

In ORC micro-CHP systems, pumping engines are charac-

terised by specific operating conditions due to the required high 

pressure and low flow rate of the working medium in the cycle 

[68]. For example, for an ORC system with a 2.5 kWe micro-

turbine, a nominal supply pressure of approximately 1100 kPa 

is required at an HFE-7100 medium flow rate of approximately 

0.17 kg/s [70]. 

The study [38] conducted on a commercial PE with a PK70-

type rotodynamic pump showed that the pump's discharge pres-

sure rise was too low in relation to the HFE-7100 medium flow 

rate (p/m). As a result, at the required nominal vapour pressure 

at the inlet of the expansion valve, the value of the working me-

dium flow rate was several times higher than the nominal value. 

This resulted in the micro-ORC system with a 25 kWt biomass 

boiler not being able to generate vapour at the required parame-

ters, thus failing to ensure the appropriate superheating degree 

of HFE-7100 directed to the expansion unit. Supplying a flow 

expansion unit with wet vapour or liquid working medium can 

cause it to malfunction, reduce efficiency, and even fail. On the 

other hand, the study showed that the maximum efficiency of 

the PK70-type rotodynamic pump operating in the micro-ORC 

system with and without regeneration was 11.7% and 14.7%, 

respectively. This was due, among other factors, to internal 

losses in the pump, which increased the energy consumption of 

the pump. The HFE-7100 medium has approximately 1.5 times 

the density of water, and kinematic viscosity is more than twice 

as low. 

A study conducted by Mathias et al. [71] on an ORC system 

with R123 medium showed that the gear pump was very energy-

consuming, consuming about 2.2 kW. The researchers found 

that the duplex (positive-displacement) piston pump was less en-

ergy-consuming, with a power consumption of about 390 W and 

an isentropic efficiency of about 69% (including the motor).  

On the other hand, the study [72] found that the HFE-7100 

medium had virtually no lubricating properties and the use of 
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rolling bearings caused the grease to be washed out, increasing 

the vibration level and ultimately damaging the expansion unit. 

HFE-7100 is a solvent primarily used in industry as a cleaning 

and washing agent. Therefore, using a piston pump and direct 

contact with the HFE-7100 medium would result in its damage. 

That is why, based on the above experience and literature data, 

an intermediate option was decided upon, namely the use of  

a diaphragm pump (type D/G-03, produced by HYDRA-

CELLTM PUMP) in the ORC system and PE tests [25]. From 

the experimental tests carried out, it became apparent that after 

approximately 5 hours of PE operation with the HFE-7100 me-

dium, the pump diaphragms were damaged (Fig. 1), and the lu-

bricating oil from the diaphragm pump penetrated into the work-

ing medium cycle. It should be mentioned that at the time of 

selection and purchase, both the sellers of the working medium 

and the pumping engine declared the compatibility of the con-

struction materials used for PE with the HFE-7100 medium. 

Moreover, the static chemical resistance to the HFE-7100 me-

dium (the immersion test lasted 30 days) of the material samples 

(EPDM, Viton, Teflon), from which the pump diaphragms were 

made, was also confirmed by experimental tests conducted at 

the Institute of Fluid-Flow Machinery of the Polish Academy of 

Sciences (IFFM PAS) in Gdańsk. 

Thus, during these tests, it was demonstrated that the mate-

rial used from the pump diaphragms lacks resistance to the  

HFE-7100 liquid under varying dynamic loads, rendering PE 

unsuitable for use in the ORC system together with the dia-

phragm pump. It should be emphasised that there is currently  

a shortage of such studies and data in both the thematic literature 

and pump manufacturers' databases. That is why it is worth bear-

ing in mind that the use of new working mediums that have not 

been fully tested brings many uncertainties to both the design 

and experimental testing of the components (i.e. PE) of an ORC 

system. It must then be assumed that the new working medium 

can be one of the causes of damage to the seals of the machines 

and their components and cause an increase in internal leakage 

in these devices [49,38], which, consequently, can lead to a re-

duction in their functionality and efficiency. 

Research was also conducted with the HFE-7100 medium of 

a prototype Roto-Jet pump with a nominal rotational speed of 

8000 rpm, a flow rate of 0.3 m3/h and a specific speed of 2.19, 

which was designed and built at IFFM PAS, in Gdańsk [49]. The 

study showed that superheating of the working medium before 

entering the expansion valve was only achieved at a few points 

in the ORC system without regeneration, whereas in the system 

with regeneration, the HFE-7100 medium was in the wet vapour 

region. It was determined that the experimental results deviated 

to a significant extent (approximately 21%) from the design as-

sumptions, analytical calculations, and 3D numerical calcula-

tions performed based on classical computational models [49]. 

Detailed analyses of the test results obtained showed that the 

working medium databases implemented in the computational 

models were incorrect. As it turned out, the properties of the me-

diums implemented in the commercial calculation programs, 

such as Engineering Equation Solver (EES) or Aspen Plus, com-

monly used in engineering calculations, differ significantly from 

the data obtained through experimental studies. For the HFE-

7100 medium, for example, the maximum difference in kine-

matic viscosity (at 0°C) between the experimental data of 

Rausch et al. [73] and the data obtained from the EES program 

was approximately 32%. The same is true of the working me-

dium database, e.g. REFPROP 9.1, which does not contain com-

plete data on the thermophysical and physicochemical proper-

ties of the working medium HFE-7100. On the other hand, man-

ufacturers of working mediums typically provide physicochem-

ical data in their catalogues for only a single point, for normal 

or standard conditions (at 25°C and 1013.25 hPa). That is why 

ongoing efforts are being made to create reliable databases for 

new working mediums [74]. It should be borne in mind that the 

working mediums adopted for ORC systems repeatedly have  

a completely different application predicted by the manufac-

turer, as mentioned above. 

To recapitulate, it can be stated that the rationale for con-

ducting PE tests with a gear pump was driven, among other fac-

tors, by the uncertainty and lack of complete knowledge of the 

HFE-7100 medium used in the ORC system. Based on previous 

experience with this medium, it 

was necessary to investigate the 

PE under real operating condi-

tions in a microsystem. This was 

due, among other factors, to the 

necessity of establishing the 

chemical interaction of this me-

dium with the pump's structural 

components, determining the 

performance characteristics of 

the pump operating in the micro-

ORC system, and filling the lit-

erature gap in this area. That is 

why this question is of interest 

both in terms of content and re-

search. On the other hand, one 

 

Fig. 1. a) ORC test rig, b) dismounted diaphragm pumping engine,  

c) damaged diaphragms; 1 – diaphragm pumping engine, 

 2 – expansion valve, 3 – regenerator, 4 – evaporator [25]. 
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of the objectives of this study was to determine whether and to 

what extent the pumping engine can operate with the low-boil-

ing liquid HFE-7100 in the micro-ORC system, and if so, what 

the actual operating characteristics of PE are. 

3. Test bench 

A study on a PE with a gear pump was conducted in a micro-

CHP ORC system, a diagram and photograph of which are 

shown in Figs. 2 and 3, respectively. The micro-ORC system 

ultimately operates in conjunction with a 2.5 kWe micro turbo-

generator (MTG) [75] powered by the vapour of the HFE-7100 

working fluid [21]. The basic physicochemical parameters of the 

low-boiling fluid HFE-7100 are listed in Table 1. It should be 

noted that HFE-7100 is a dry working medium, as shown in the 

T-s diagram (Fig. 4). In view of the above, the PE should ensure 

nominal operating parameters for MTG, among others: 

 mass flow rate (mnom) – 0.17 kg/s, 

 nominal vapour differential pressure in the microturbine 

(pnom) – 1000 kPa, 

 minimal vapour differential pressure in the microturbine 

(pmin) – 450 kPa. 

The test rig used for the research on the PE consisted of three 

cycles: the heating cycle, the HFE-7100 working fluid cycle and 

the cooling cycle. A prototype two-module induction heater 

with a nominal power of 2  24 kWe was used to heat the thermal 

oil. The vapour of the working fluid from the expansion valve 

(EV) was directed successively to the condenser and then to the 

tank from which the PE was fed. The thermal oil was directed to 

the evaporator after being heated to a set temperature. A plate 

heat exchanger with a heat exchange surface area of 4.1 m2 was 

used as an evaporator. The HFE-7100 working fluid, pumped by 

the PE, vaporised while flowing through the evaporator. It was 

then directed to the EV, which simulated MTG operation. The 

EV was used to throttle the flow of the working fluid and thus 

constituted the load for the tested PE. A plate heat exchanger 

with a heat exchange surface area of 3.2 m2 was used as the con-

denser. 

The heat from the condenser on the working fluid side was 

dissipated using a 50 kWt fan cooler. In the fan cooler, a 40% 

solution of propylene glycol in distilled water was used as the 

working fluid. 

 

Fig. 2. Simplified diagram of a micro-ORC system: t1 and  

t2 – temperature measurement points at the pump inlet and outlet,  

p1 and p2 – pressure measurement points at the pump inlet and outlet. 

 

Fig. 3. Micro-ORC power plant test rig: 1 – pumping engine,  

2 – frequency converter connected to the PE drive, 3 – evaporator,  

4 – Coriolis mass flowmeter, 5 – condenser, 6 – control and regula-

tion module for the induction heater, 7 – heating cycle piping,  

8 – cooling cycle piping. 

 

Fig. 4. T-s diagram of the HFE-7100 working medium. 
Table 1. Selected physicochemical properties of the HFE-7100 wo-

rking fluid at a temperature of 25°C and atmospheric pressure [21]. 

Properties Values Units 

Boiling Point 61 °C 

Liquid Density  1510 kg/m3 

Dynamic Viscosity 0.61 mPa s 

Specific Heat 1183 J/kg K 

Surface Tension 0.0136 N/m 
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3.1. Pumping engine 

The tested PE was a commercial design that consisted of  

a gear pump (1.1), which was connected to an electric drive (1.3) 

via a magnetic coupling (1.2), as shown in Fig. 5. The technical 

data and operating parameters of the gear pump and electric 

drive are provided in Table 2. 

The PE was connected to the micro-ORC system with the 

help of corrugated pipes (9,10) made of stainless steel. Mano-

vacuometers (11,12) and shut-off valves (13,14) were fitted to 

the suction and discharge piping. The rotational speed of the 

gear pump was controlled by varying the frequency of the motor 

power supply using an inverter of the type SV015iG5A-4, man-

ufactured by LS Electronics. 

3.2. Test apparatus and measurement errors 

K-type thermocouples with a diameter of 0.5 mm were used to 

measure the temperature of the working fluid before and after 

the pumping engine. On the other hand, pressure transducers and 

manovacuometers were used to measure pressures. The flow 

rate of the working fluid was measured using a Coriolis flow-

meter (Fig. 2). The schedule and specifications of the measuring 

apparatus used for the PE tests are included in Table 3. 

The standard uncertainties of the dimensionless numbers Re and 

Eu were 0.8% and 0.5%, respectively, as calculated from the re-

lation (1): 

 𝑢(𝑘) = (∆𝑘/√3) ∙ 100%. (1) 

where: k – maximum uncertainty. 

Manovacuometers were used as additional measuring instru-

ments to monitor pressure during the start-up of the ORC sys-

tem. A meter of network parameters, of the type ND20, was used 

to measure the electric power consumed by the pumping engine 

drive. All measured quantities were recorded and archived by  

Table 2. Selected technical data of PE (according to manufacturer's 

data). 

Gear pump Electric drive 

Manufac-
turer 

Scherzinger Manufacturer Küenle 

Type gear Type synchronous 

Model 
4030-450-DM 
075 

Model 
KTENW 80 
K2 KT 

Displace-
ment 

4.5 cm3/rev 
Class of con-
struction 

IE2 

Maximum 
differential 
pressure 

14 bar Efficiency 77.4% 

Maximum 
flow rate 

15.75 l/min Power rating 750 W 

Maximum 
rotational 
speed 

3,500 rpm 
Rotational 
speed 

3,000 rpm 

Outer diam-
eter of the 
gear wheel 

25 mm Rated voltage 230/400 V 

Pitch diame-
ter of the 
gear wheel 

20 mm Rated current 3.0/1.7 A 

Inner diame-
ter of the 
suction port 

14.5 mm Frequency 50 Hz 

Inner diame-
ter of the 
discharge 
port 

14.5 mm cos  0.80 

Tempera-
ture range 

from -20°C to 
+130°C 

Insulation 
class 

F 

Maximum 
inlet pres-
sure  

100 bar 
Ingress Pro-
tection code 

IP55 

 

 

Fig. 5. Photograph of the PE on the test rig: 1.1 – gear pump,  

1.2 – magnetic coupling, 1.3 – electric drive, 9 – pump supply pipe,  

10 – pipe at the outlet of the gear pump, 11 and 12 – analogue mano-

vacuometers fitted to the suction and discharge piping, respectively,  

13 and 14 – shut-off valves fitted to the suction and discharge piping, 

respectively, 15 – the inside of the gear pump housing. 

Table 3. Test apparatus and measurement sensors.  

Instrument: 
type/model 

Manu-
facturer 

Range Accuracy 

Thermocou-
ple: K-type, 

Class 1 

Czaki 
Thermo- 
Product 

-40°C – 600°C 
± 0.0040⋅|t| 

[°C] 

Pressure 
transducer: 
type NPXA, 

Class 0.1 

Peltron 0 – 16 bar ± 0.1% MR 

Analogue 
mano-

vacuometer: 
Class 1.0 

Wika 0 – 16 bar 
± 0.16 bar 

MV 

Coriolis mass 
flowmeter: 

model Sitrans 
FC, type Mass 

2100 

Siemens 0 – 5,600 kg/h ± 0.1% MV 

Meter of net-
work parame-

ters, type 
ND20 

Lumel 

0.002 – 1.200 A 
0.010 – 6.000 A 

± 0.2% MR 

5 – 480 V ± 0.5% MR 

-1.65 – 1.65 kW ± 0.5% MR 

-1.65 – 1.65 kVar ± 0.5% MR 

1.4 – 1.65 kVA ± 0.5% MR 

MR – measurement range, MV – measurement value 
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a measurement system from National Instruments (NI). A pro-

gram specifically written in the LabView environment was uti-

lised to record, archive, and visualize the measurement data. All 

measured quantities were recorded every 1 second on an NI 

measurement computer. 

4. Methodology and research procedure 

The research methodology of the PE is shown in Figure 6. The 

PE was tested at three preset rotational speeds: n1 = 1000 rpm, 

n2 = 1500 rpm, and n3 = 2000 rpm. At each preset rotational 

speed, the PE was tested in two temperature ranges (R1 and R2) 

of the HFE-7100 working fluid, which were measured at the 

pump supply. The temperature waveforms of the HFE-7100 

working fluid measured at the pump supply depending on the 

pump's differential pressure for the preset rotational speeds of 

the pump are shown in Fig. 7. 

The first temperature range (R1) of the HFE-7100 working 

fluid (t1 – Fig. 7) covered the range from 29°C to 39°C, and the 

second (R2) from 58°C to 64°C. In R1, the average tempera- 

ture value of HFE-7100 was tav1=34 ±5 °C, and in R2, it was 

tav2=61 ± 3 °C. It should be emphasised that the boiling point of 

HFE-7100 at atmospheric pressure is 61 °C. That is why the 

working fluid with a temperature of 61 °C directed from the tank 

to the pump's suction channel should have a pressure higher than 

atmospheric to avoid cavitation. The pressure of the working 

fluid behind EV was regulated by a condenser heat removal sys-

tem (Fig. 2). 

The temperature ranges R1 and R2 were determined based 

on the technical capabilities of the heat removal system for the 

heat exchangers (evaporator and condenser). The tolerances in 

the average temperature values of HFE-7100, and thus the 

ranges R1 and R2, were, among other things, due to the limited 

possibilities of regulating the operating parameters of the cycles 

as a result of the high thermal inertia of the ORC system. There-

fore, maintaining small temperature tolerances with the required 

minimum differential pressure (450 kPa) of the working fluid 

for the preset rotational speeds of the pump was rendered diffi-

cult, particularly in the R2 range. 

That is why the proposed research methodology had two 

principal objectives. Firstly, to verify: At what operating param-

eters will PE ensure nominal operating conditions for MTG? 

Secondly, at what rotational speed levels (n1, n2, n3) and preset 

temperature levels (R1, R2) of the low-boiling fluid HFE-7100 

will the efficiency of PE be the highest? 

4.1. Research procedure 

The research procedure involved setting the power and oil tem-

perature on the control panel of the electric induction heater, 

which were 30 kWt and 200°C, respectively, under the nominal 

operating conditions of MTG. Then, the oil pump was started, 

and a verification of the correct operation of the measuring ap-

paratus and indications of measuring instruments was per-

formed. After positive tests, the electric induction heater was put 

into operation. The rotational speed of the oil pump, and thus the 

value of the oil flow rate in the heating cycle, was regulated us-

ing an inverter. 

The system's heating process was carried out until the ther-

mal oil temperature reached approximately 100°C. At that time, 

the fan cooler and glycol pump were started, and the proper op-

eration of the measurement system in this cycle was checked. 

Then, the process of starting the working fluid cycle, in which 

the tested PE was mounted, was initiated. Using an inverter, the 

present rotational speed (i.e., n1, n2 or n3) of the PE, and thus the 

flow rate value of the HFE-7100 working fluid, was set. At this 

stage of the research, the expansion valve was fully open. At that 

time, the forcing pressure value of the working fluid was ap-

proximately 120 kPa. 

For this value of working fluid pressure and a thermal oil 

temperature of about 100°C, the process of complete evapora-

tion of HFE-7100 in the evaporator occurred. By varying the 

flow rate of the glycol solution, the average temperature of the 

working fluid, tav1 or tav2, was regulated to fall within the present 

range of R1 or R2. Control of the flow rate of the glycol solution 

in the cooling cycle was realised by changing the rotational 

speed of the glycol pump using an inverter. Once the microsys-

tem was warmed up and the set temperature (tav1 or tav2) was 

within the tolerance limit (R1 or R2), the process of loading PE 

commenced. PE was loaded by means of changing the degree of 

opening of the expansion valve, which made it possible to deter-

mine the so-called choking characteristics. The same procedure 

was used for each preset rotational speed of PE. 

 

 

Fig. 6. Metrology of PE testing. 

 

Fig. 7. Temperature ranges of HFE-7100 versus differential pressure 

of the pump unit. 
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5. Calculation methods 

The effective (useful) delivery head of the pump Hu was calcu-

lated from Eq. (2): 

 𝐻𝑢 = ∆𝑝/𝑔𝜌. (2) 

The volumetric efficiency of the pump was calculated from 

Eq. (3): 

 
𝑣𝑜𝑙

= (𝑚𝑟/𝑚𝑡ℎ) 100%. (3) 

The value of the theoretical flow rate of the pump was cal-

culated from Eq. (4): 

   𝑚𝑡ℎ = 𝜌𝑉𝑓.   (4) 

The specific speed of the pump was calculated from Eq. (5): 

 𝑠 = 𝑞1/2/(𝑔𝐻)3/4. (5) 

The delivery head of the pump was calculated from Eq. (6): 

 𝐻 = 𝑝2/𝑔𝜌.   (6) 

The net (effective) power of the pump, Pu, was calculated 

from Eq. (7): 

  𝑃𝑢 = 𝑞∆𝑝.   (7) 

The efficiency of the pumping engine, PE, was calculated 

from Eq. (8), which has the form: 

 
𝑃𝐸

= (𝑃𝑢/𝑁𝑒) 100%. (8) 

As mentioned earlier, one of the essential parameters requi-

red from PE is an adequate differential pressure (p) of the 

working fluid. That is why the dimensionless parameter Euler 

number (Eu) was introduced into the analysis, which was calcu-

lated from Eq. (9): 

 𝐸𝑢 = ∆𝑝/𝑤2. (9) 

The flow velocity was calculated from Eq. (10): 

 𝑤 = 𝑞/(𝜋𝑑𝑖
2/4). (10) 

The nature of flow of the working fluid through the pump 

was determined based on the Reynolds number (Re), which was 

calculated from Eq. (11): 

𝑅𝑒 = 𝑤𝜌𝑑𝑖/𝜇.   (11) 

6. Results and discussions 

As mentioned earlier, the differential pressure in the pump (p) 

is one of the essential parameters required for the correct opera-

tion of expansion microunits. That is why the elaborated exper-

imental performance characteristics of PE are presented as  

a function of differential pressure, among others, as detailed in 

Section 6.1. The efficiency characteristics of the pump and PE 

are discussed in Section 6.2. On the other hand, an analysis of 

PE operation in the ORC system based on dimensionless num-

bers is provided in Section 6.3. 

6.1. Analysis of the effect of differential pump pressure 

Figure 8 shows that with an increase in the differential pressure 

value (p), the useful delivery head of the pump (Hu) increased. 

It was observed that the pump rotational speed did not have  

a fundamental impact on the value of the useful delivery head of 

the pump.  

This manifested itself in the fact that the measurement data 

labelled 1, 3 and 5 (see Fig. 8), being in the R1 temperature 

range, could be approximated by a single line. Similarly, in the 

R2 temperature range, the measurement data (labelled 2, 4 and 

6 in Fig. 8) aligned along a single approximation line (broken 

line). Furthermore, it was found that irrespective of the temper-

ature of the working fluid, the useful delivery head of the pump 

increased with the rise in the differential pressure generated by 

the pump. On the other hand, an increase in the temperature of 

the working fluid at the same differential pressure resulted in  

a further increase in the value of the useful delivery head (HU) 

of the pump. This was manifested by the increase in the slope 

value of the approximating straight lines. 

Figure 9 shows the electric power (Ne) consumed by the PE 

drive versus differential pressure. The study reveals that, regard-

less of the temperature of the working fluid, the electric power 

consumed by the PE drive is directly proportional to the differ-

ential pressure of the pump. 

It was determined that as the rotational speed and the tem-

perature of the working fluid increase, the power consumed by 

the pump increases. In the analysed case, for this same value of 

differential pressure and at a pump rotational speed of  

1000 rpm, the temperature increase from R1 to R2 resulted in  

an increase in the electric power (Ne-n1) consumed by the pump 

drive by 26 We. On the other hand, at a rotational speed of  

 

Fig. 8. Useful delivery head of the pump versus differential pressure. 
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1500 rpm, an increase in the consumed electric power (Ne-n2) 

of approximately 18 We was recorded. In the case when the 

pump rotational speed was 2000 rpm, the increase in electric 

power consumption (Ne-n3) by the pump drive was approxi-

mately 16 We. This means that as the rotational speed increases, 

the electric power consumption by the PE drive decreases  

(Fig. 9). Table 4 includes the values of power consumed by the 

PE drive for preset pump rotational speeds and a differential 

pressure of 1000 kPa. 

Figure 10 shows that the effective power of the pump in-

creases with increasing differential pressure and rotational speed 

of the pump. It was observed that above a differential pressure 

of about 450 kPa, the temperature of the working fluid has  

a fundamental impact on the effective power of the pump. It also 

results from this that at the first (Pu-n1), second (Pu-n2) and 

third (Pu-n3) rotational speeds, the increases in the effective 

power of the pump were 6 W, 9 W, and 10 W, respectively. This 

means that at a constant differential pressure, there was an in-

crease in the average effective power of the pump as the temper-

ature of the working fluid increased. As mentioned earlier, the 

second necessary condition for the use of PE in the micro-ORC 

system and the correct operation of MTG is to ensure an ade-

quate flow rate of the working fluid. 

6.2. Analysis of the effect of ORC system operating pa-

rameters on PE efficiency 

As mentioned earlier (Section 3), the value of the nominal flow 

rate of HFE-7100 in the 2.5 kWe MTG is approximately  

0.17 kg/s. Moreover, the pump is required to have the highest 

possible efficiency. That is why Fig. 11 shows the dependence 

of the volumetric efficiency of the pump on the flow rate of the 

working fluid. The study (Fig. 11) reveals that as the pump ro-

tational speed increases, the slopes () of the straight lines ap-

proximating the pump efficiency versus the working fluid flow 

rate decrease. That is why, as the pump rotational speed in-

creases, the characteristics are steeper. For example, for a rota-

 

Fig. 9. Electric power consumed by the PE drive  

versus differential pressure. 

Table 4. Operating parameters of PE for a differential pressure of  

1000 kPa and preset pump rotational speeds. 

Charac-
teristics 

Parame-
ters 

Pump rotational speed Units 

1000 1500 2000 rpm 

Hu(p) 

R1 67 67 67 m 

R2 71 71 71 m 

Hu 6 6 6 % 

Ne(p) 

R1 199 278 359 W 

R2 225 295 375 W 

Ne 13.1 6.1 4.4 % 

Pu(p) 

R1 31 66 110 W 

R2 37 77 120 W 

Pu 19.3 16.7 9.1 % 

 

 

Fig. 10. Dependence of the net pump power  

on the differential pressure. 

 

Fig. 11. Dependence of pump volumetric efficiency  

on the HFE-7100 flow rate. 
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tional speed of 1000 rpm, the average value of the angle (1-2) 

within the temperature range R1 and R2 was approximately 62° 

(Fig. 11). For a rotational speed of 1500 rpm, the average value 

of the 3-4 angle was approximately 52°. On the other hand, for 

a pump rotational speed of 2000 rpm, the value of the 5-6 angle 

was approximately 42°. 

It has been established that a 500 rpm change in the rota-

tional speed of the pump results in a change of the inclination 

angle of the straight line approximating the volumetric effi-

ciency of the pump by 10°. That is why, at low rotational speeds 

(lines 1 and 2), a small change in the flow rate of the working 

fluid results in a large change in the volumetric efficiency of the 

pump. 

The study reveals that an increase in the temperature of the 

working fluid results in an increase in the volumetric efficiency 

of the pump. For example, for a flow rate of 0.17 kg/s (Fig. 11) 

in the R1 temperature range, the average value of the pump vol-

umetric efficiency was approximately 76%, and in the R2 range, 

it was approximately 80%. Furthermore, it can be seen from  

Fig. 11 that achieving an HFE-7100 flow rate equal to 0.17 kg/s 

is only possible with a pump rotational speed of at least  

2000 rpm (lines 5 and 6). 

Figure 12 shows that an increase in the rotational speed of 

the pump resulted in an increase in the efficiency of the PE. It 

has been established that for each value of speed and working 

fluid temperature, there exists an optimum effective power value 

for the pump at which the efficiency of PE is maximum. For  

a pump rotational speed of 1000 rpm, in the R1 temperature 

range, the maximum PE efficiency of approximately 17.0% was 

achieved with an effective power of 25 W. On the other hand, 

an increase in the HFE-7100 temperature from R1 to R2 resulted 

in an increase in PE efficiency to 17.2%, which was obtained 

with an effective power of 30 W. 

Similarly, at pump rotational speeds of 1500 rpm and  

2000 rpm, the increase in temperature resulted in an increase in 

the efficiency of PE. The maximum efficiencies of PE at a rota-

tional speed of 1500 rpm for the temperature ranges R1 and R2 

were 19.0% and 26.0%, respectively. On the other hand, at  

a rotational speed of 2000 rpm, the efficiency maxima for the 

R1 and R2 ranges were 30.2% and 31.8%, respectively. 

These efficiency values were obtained at the effective pow-

ers of the pump, which were 103 W and 120 W, respectively. It 

is worth noting that for a pump rotational speed of 2000 rpm (at 

the MTG's nominal operating point), regardless of the  

HFE-7100 temperature, the volumetric efficiencies of the pump 

were approximately 60% higher (Fig. 12) than the PE efficien-

cies obtained. This means that not only the pump but also the 

efficiencies of the drive and magnetic coupling have a very sig-

nificant impact on the efficiency of PE. At a nominal rotational 

speed of 3000 rpm, the efficiency of the electric drive is approx-

imately 77%. That is why PE operation below the rated rota-

tional speed of the electric drive resulted in significant losses. 

6.3. Analysis of PE operation in terms of dimensionless 

numbers 

Figure 13 shows that the temperature of the working fluid has  

a fundamental impact on the value of the Reynolds number (Re). 

It was determined that at the nominal flow rate of the MTG  

(i.e., 0.17 kg/s), in the HFE-7100 temperature range R1, Re was 

approximately 30 000. On the other hand, in the R2 range of 

working fluid temperatures, the Re number was approximately 

40 800. As can be seen in Fig. 13, the value of the Re number 

over the entire investigated range of temperatures (R1 and R2) 

and pump rotational speeds (n1 to n3) was above 3000. This 

means that the flow of the working fluid was turbulent. 

Furthermore, the study reveals that the measurement data ob-

tained in the R1 temperature range over the entire range of rota-

tional speeds could be approximated by a single line. On the 

 

Fig. 12. Effect of the effective power of the pump  

on the efficiency of PE.  

Fig. 13. HFE-7100 flow rate versus Re number. 
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other hand, the angle value of the slope (1-3-5) of this straight 

line was approximately 48°. In the case when the working fluid 

temperatures were in the R2 range, the angle value (2-4-6) was 

approximately 44°. That is why it can be deduced that as the 

temperature of the working fluid increased, the value of the 

Reynolds number increased. 

Figure 14 shows that the value of the working fluid temper-

ature and Re have a fundamental impact on the volumetric effi-

ciency of the pump. It was observed that as the working fluid 

temperature and pump rotational speed increase, the character-

istics of the pump efficiency shift to the right towards larger val-

ues of the Re number. 

Furthermore, as the temperature increased, the characteris-

tics were flatter, which manifested itself as a reduction in the 

value of the slope of the approximating straight lines. For  

a pump rotational speed of 1000 rpm, the inclination angle of 

the function (1) in the R1 temperature range was approximately 

67°. In the same temperature range and at a rotational speed of 

1500 rpm, the 3 inclination angle was approximately 53°, and 

at a rotational speed of 2000 rpm, the value of the 5 angle was 

approximately 44°. On the other hand, in the R2 temperature 

range, the values of angles 2, 4 and 5 (see Fig. 14) corre-

sponding to the pump rotational speeds of 1000 rpm, 1500 rpm 

and 2000 rpm were 60°, 47° and 42°, respectively. 

That is why it can be deduced that at low pump rotational 

speeds and low working fluid temperatures, small changes in the 

Reynolds number result in significant changes in the volumetric 

efficiency of the pump. 

Figure 15 shows the dependence of the electric power con-

sumed by the PE drive on the specific speed. In addition, the 

study reveals that irrespective of the pump rotational speed,  

a change in working fluid temperature from R1 to R2 caused the 

pump power curves to intersect at the so-called 'characteristic 

points' (Fig. 15). At a pump rotational speed of 1000 rpm, the 

characteristics intersected at point A, where the specific speed 

was approximately 0.010. It was observed that to the right of 

point A, power curves 1 and 2 coincided. 

That is why the temperature of the medium had no effect on 

the course of the power curves. On the other hand, to the left of 

point A, an increase in the temperature of the working fluid re-

sulted in an increase in the power consumed by the pump drive. 

The maximum increase in power consumed at a rotational speed 

of 1000 rpm was approximately 13.6%, and the specific speed 

value was approximately 0.0035. At a rotational speed of  

1500 rpm, the performance curves of the pump intersected at 

point B. 

As the pump rotational speed increased, the characteristic 

points shifted to the right towards higher specific speed values. 

It was determined that a 500 rpm increase in pump rotational 

speed resulted in a 0.003 increase in the value of s. It was ob-

served that at rotational speeds of 1500 rpm and 2000 rpm to the 

left of characteristic points B and C, the power curves over-

lapped. This means that, in this area, the impact of the working 

fluid temperature on the course of the pump's performance 

curves was small. On the other hand, to the right of points B and 

C, an increase in the temperature of the fluid from R1 to R2 re-

sulted in a decrease in the electric power consumption of the 

pump drive. 

It should be noted that at MTG's nominal operating parame-

ters (p=1000 kPa and mr=0.17 kg/s), the difference in specific 

speed (s) due to temperature changes from R1 to R2 was ap-

proximately 0.001. Therefore, at the MTG's nominal operating 

point, the value of s will be 0.014 ± 0.0005 regardless of the 

working fluid temperature. 

Figure 16 shows the effect of specific speed on the effective 

power of the pump. It was observed that, as a result of the in-

crease in the rotational speed, the performance curves shifted to 

the right towards higher specific speed values. On the other 

hand, irrespective of the rotational speed and working fluid tem- 

 

Fig. 14. Dependence of pump volumetric efficiency on Re number. 

 

Fig. 15. Dependence of the electric power consumed by the PE drive on 

specific speed. 
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perature, the effective power value of the pump decreased as the 

specific speed increased. It has been determined that the work-

ing fluid temperature has a fundamental impact on the value of 

the pump's effective power. 

To the left of point A, the increase in working fluid temper-

ature from R1 to R2 resulted in an increase in the effective 

power of the pump. In the R2 range, the maximum effective 

power value was approximately 40 W and it was approximately 

23% higher than that obtained in the R1 temperature range. On 

the other hand, to the right of point A, an increase in temperature 

resulted in a decrease in the effective power value. In the R1 

temperature range, with s equal to 0.014 and a rotational speed 

of 1000 rpm, the effective power was approximately 7.5 W, and 

in the R2 range, it was three times lower. 

Similarly, at higher rotational speeds in the R1 temperature 

range and for the same s value, higher effective powers were 

obtained than in the R2 range. The study reveals that character-

istic points B and C, determined on the effective power curves 

at rotational speeds of 1500 rpm and 2000 rpm respectively, 

were noted successively at specific speeds of approximately 

0.0135 and 0.0165, respectively. 

Figure 16 shows that to the left of points B and C, higher 

effective power values of the pump were obtained in the R2 tem-

perature range. That is why, as the rotational speed increased, 

the differences in effective power decreased due to changes in 

the temperature of the working fluid. On the other hand, at the 

MTG's nominal operating point, a change in HFE-7100 temper-

ature from R1 to R2 resulted in an increase in specific speed 

from approximately 0.013 to 0.014. 

As mentioned earlier, an essential parameter required from 

PE is to ensure adequate differential pressure in the ORC sys-

tem. On the other hand, in accordance with Eq. (9), differential 

pressure is a component of the Euler number (Eu). That is why 

Fig. 17 shows the characteristics of the power consumed by the 

pump drive versus the Eu number. 

As can be deducted from Fig. 17, the value of the Eu number 

decreases with increasing pump rotational speed and working 

fluid temperature. As a result, the performance curves of PE 

were steeper. Therefore, a small increase in the value of the Eu 

number resulted in significant electric power consumption by 

the PE drive. On the other hand, at the MTG's nominal operating 

point in the temperature ranges R1 and R2, the values of the Eu 

numbers were 1350 and 1580, respectively. The study reveals 

that, at low rotational speeds, the electric power consumption by 

the pump drive in the R2 temperature range is greater than when 

operating in the R1 range. To recapitulate, it can be stated that 

irrespective of the pump rotational speed, an increase in the tem-

perature of the working fluid results in a higher electric power 

consumption by the pump drive. 

6. Conclusions 

The study reveals that an increase in working fluid temperature, 

differential pressure in the pump and rotational speed results, 

firstly, in an increase in effective power. Secondly, it causes an 

increase in the delivery head of the pump. Thirdly, it results in 

an increase in the electric power consumed by the pumping en-

gine drive. The study reveals that an increase in the temperature 

of the HFE-7100 working fluid results in an increase in the vol-

umetric efficiency of the pump. For example, at a rotational 

speed of 2000 rpm, an increase in the average temperature of the 

working fluid from 34°C to 61°C resulted in an increase in the 

volumetric efficiency of the pump from 76% to approximately 

80%. Moreover, it was stated that for each value of pump rota-

tional speed and working fluid temperature, there exists an opti-

mum value of the effective power of the pump at which the ef-

ficiency of the pumping engine reaches the maximum value. 

 

Fig. 16. Effect of specific speed on the effective power of the pump. 

 

Fig. 17. Effect of the Euler number on the electric power consumed  

by the PE drive. 



Kaczmarczyk T.Z. 
 

138 
 

Based on the study, it was established that the maximum effi-

ciency of the pumping engine, approximately 32%, was achie-

ved at a rotational speed of 2000 rpm. At the same time, it was 

observed that, regardless of the change in the temperature of the 

working fluid, the efficiency of the pumping engine was, on av-

erage, about 60% smaller than the volumetric efficiency of the 

pump. 
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1. Introduction 

Nowadays, the world pays a lot of attention to low-carbon [1] 

forms of energy sources, such as organic Rankine cycle (ORC) 

[24], but all of them are low-power ones [57]. Despite the ex-

isting risks, nuclear energy, just like a low-carbon one [8], is  

a promising source to achieve the climate policy goals stipulated 

by the Paris Climate Agreement [9].  

In the European Union (EU), the Green Deal [10] presented 

in December 2019 allows nuclear energy usage by EU members 

as part of their national energy balance. Many developing coun-

tries have considered the construction of nuclear power plants 

that can provide relatively cheap electricity, which is an im-

portant factor for economies with growing energy consumption 

[11]. In addition, on February 2, 2022, the European Commis-

sion at the summit in Brussels proposed to classify both gas and 

nuclear power plants as „green energy sources” [12].  

According to data from the World Nuclear Association, as 

of September, 2020 [13], the number of nuclear power plants 

operating worldwide was 439, with a total capacity equal to 

391.7 GW. Currently, 52 reactors are under construction [14], 

and 12 of those reactors are located in China, 6 in India and 4 in 

South Korea. In Ukraine, it was planned to put 5 or more nuclear 

power plants into operation within the next 5‒10 years [15], and 

by 2040, it is planned to have 14 nuclear power units in launch.  
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Nomenclature 

C3 ‒ absolute speed, m/s 

Dav ‒ average diameter, m 

D/L ‒ blade fanning (ratio of the mid-diameter to the blade height) 

L ‒ blade height, m 

Pk ‒ pressure in the condenser, Pa 

u/C0‒ velocity ratio (loading of stage) 

y+ ‒ dimensionless distance from the wall 

 

Greek symbols 

η ‒ efficiency, % 

ξov ‒ losses with the outlet velocity, % 

ρ ‒ degree of reactivity 

 

Abbreviations and Acronyms 

HIPC ‒ high-intermediate-pressure cylinder 

HPC ‒ high-pressure cylinder 

IPC ‒ intermediate-pressure cylinder 

LPC ‒ low-pressure cylinder 

NPP ‒ nuclear power plant 

RB ‒ rotor blade 

SB ‒ stator blade

In total, 106 more nuclear reactors are planned to be laun-

ched (with a total capacity of 113.8 GW), including in countries 

where there were no NPPs before, such as Turkey [16] and Uz-

bekistan [17]. The possibility of building nuclear power plants 

is also being considered in other countries [18], including Ka-

zakhstan, Poland and Saudi Arabia. 

The International Energy Association predicts a 75% in-

crease in electricity generation at NPPs by 2050 [19]. 

One of the largest worldwide turbine manufacturers of nu-

clear power plants is JSC "Ukrainian Energy Machines" (former 

JSC "Turboatom"). The turbines made by JSC "Ukrainian En-

ergy Machines" are operated at NPPs in Finland, Ukraine, Bul-

garia, Hungary and other countries [20]. The modernization and 

reconstruction techniques have been developed in [2123] for 

many produced turbines. 

In this paper, options for a new LPC of a low-speed turbine 

(1500 rpm) of the K-1000 series are presented. The new flow 

part is designed to ensure the possibility of its placement within 

the existing turbine framework. During the development of the 

new flow part, the innovative solutions, implemented for the 

first time in the K-220-44-3 series steam turbine [24], namely, 

meridional contours of the special form, are involved. The ad-

vanced methodology implemented in the IPMFlow software has 

been used during the design stage. This methodology includes 

gas-dynamic evaluations with various complexity levels, as well 

as methods for the spatial blade rows shape construction based 

on a limited number of parameters. The newly developed LPC, 

due to the usage of blades with modern smooth profiles and the 

special form of meridional contours has demonstrated a signifi-

cant increase in efficiency and power.  

2. Computational methods and axial flow parts 

analytical profiling 

The three-dimensional steam flow calculation as well as the 

steam turbine flow part design have been provided using the IP-

MFlow software [25]. The unsteady Reynolds-averaged Navier-

Stokes equations are the basis of the software package mathe-

matical model. The numerical integration is accomplished using 

the implicit quasi-monotonic ENO-scheme of high accuracy. 

The Menter two-equations kω SST turbulence model [26] is 

involved in calculations. The steam thermodynamic properties 

are incorporated by applying the interpolation-analytical ap-

proximation method to the IAPWS-95 equations [27]. The re-

sults obtained by the IPMFlow software package have the neces-

sary trustworthiness for the qualitative flow structure analysis as 

well as for the quantitative estimations of isolated turbine stages 

[28,29] and entire flow paths of turbomachines [3032]. 

The original parallel computing technology is implemented 

to speed up the calculation time of the IPMFlow software [33]. 

The effective analytical profiling method for the blade row 

of the axial flow turbine geometry [34] is used. 

3. Research object 

Steam turbines of the K-1000-60/1500 series are low-speed con-

densing-type steam turbines developed by JSC „Ukrainian En-

ergy Machines”. 

These mentioned turbines have the following modifications: 

• К-1000-60/1500-1. A 57.4 m long turbine unit (without  

a generator its length is 50.7 m) with HPC, IPC and three 

LPCs, with a single-pass condenser is considered. The 

rated and maximum power is 1030 MW [35]; 

• К-1000-60/1500-2. The length is reduced to 52.2 m due to 

the combination of HPC and IPC into one double-flow 

HIPC [36]; the weight with a condenser is lower by  

350 tons. It is capable of generating the power up to  

1100 MW; 

• К-1000-60/1500-2m. Slightly different from the previous 

one. 

In total, 17 turbines of such type were installed in the  

1980‒1990s, 8 of them were installed in Ukraine and 2 in Bul-

garia (Kozloduy NPP) [37].  

The K-1000-60/1500-1 modification, according to the stud-

ies at the South Ukraine NPP, showed the best economic results 

[38]. Despite this, due to the large size and cost, it was aban-

doned. 

As an object of research, an LPC flow of the latest K-1000 

series turbine with 7 stages (Fig. 1) is considered in the paper. 

This flow part has four regenerative steam extractions (behind 

1st, 2nd, 4th and 6th stages). 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Longitudinal section of К-1000-60/1500 series turbine LPC. 
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The following parameters are used as initial data for the flow 

part calculations: the inlet total pressure is 1.069 MPa, the inlet 

total temperature is 249.5oС, the outlet static pressure is  

3.825 kPa; steam extractions: behind the first stage the value is 

8.595 kg/s, behind the second stage the value is 12.588 kg/s, be-

hind the fourth stage the value is 9.723 kg/s, behind the sixth 

stage the value is 7.824 kg/s. 

The first five stages SBs and the first three stages RBs are of 

constant cross-sections, and the rest have variable cross-sections 

as shown in Fig. 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

4. The initial flow part analysis and choosing the 

directions of modernization  

Numerical simulations of the three-dimensional steam flow 

through the original turbine flow part are provided to determine 

the modernization areas. End-to-end LPC computations of  

7 stages are accomplished on h-type difference grids with a total 

number of cells of about 7 million. The computational grid re-

finement near rigid surfaces corresponds to у+ < 5. Figure 3 vis-

ualizes the flow in the flow part, whereas Fig. 4 demonstrates 

the pressure distribution across the blade surfaces. The basic in-

tegral characteristics of the flow part under consideration are 

shown in Table 1. 

The flow visualization results (Fig. 3), demonstrate the fa-

vourable flow picture. It should be noted that any flow separa-

tions or vortex flows are not observed here. However, the pres-

sure on the blade surfaces is non-monotonic (Fig. 4). It usually 

leads to an increase in the kinetic energy losses. In the first six 

stages, a relatively low reactivity degree is observed (compared 

with the desired value of 0.5). The increased load (small value 

of u/C0) is recognized in the first five stages (Table 1). The load-

ing in the seventh stage is high (small value of u/C0 = 0.48), with 

a high value of reactivity. Such a ratio of loading and reactivity 

is uncharacteristic and can be explained by the high supersonic 

flow velocity in the interblade channel (Fig. 3: m, n).  

Relatively long cylindrical blades with a constant profile 

(small D/L) are used for the first stage blades, which leads to 

deterioration in the picture of flow along the blade height. Also, 

as it can be concluded from the graphs (Fig. 4), the pressure dis-

tributions on the blade surfaces are not monotonous. In all 

stages, the significant underload of the inlet stator blade is ob-

served from the pressure distribution graphs (Fig. 4: a, c, e, g, i, 

k, m). It is caused by the blade extension there (Fig. 2i). Such  

a profile has been created using the strength conditions, but it is 

not optimal from the gas dynamics point of view. 

         

            a – 1st stage SB                          b – 1st stage RB                          c – 2nd stage SB                         d – 2nd stage RB                         e – 3rd stage SB 

         

            f – 3rd stage RB                          g – 4th stage SB                          h – 4th stage RB                        i – 5th stage SB                           j – 5th stage RB 

             

                                   k – 6th stage SB                              l – 6th stage RB                             m – 7th stage SB                       n – 7th stage RB 

Fig. 2. View of the blades cross-sections. 
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                  a – 1st stage SB                                        b – 1st stage RB                                       c – 2nd stage SB                                      d – 2nd stage RB 

       

                 e – 3rd stage SB                                          f – 3rd stage RB                                         g – 4th stage SB                                     h – 4th stage RB 

       

                   i – 5th stage SB                                           j – 5th stage RB                                        k – 6th stage SB                                      l – 6th stage RB 

   

m – 7th stage SB                                     n – 7th stage RB 

Fig. 3. Vectors of velocity in the mid-span  blade-to-blade section. 
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a – 1st stage SB                                                           b – 1st stage RB                                                            c – 2nd stage SB 

     

d – 2nd stage RB                                                           e – 3rd stage SB                                                            f – 3rd stage RB 

     

g – 4th stage SB                                                        h – 4th stage RB                                                              i – 5th stage SB 

     

j – 5th stage RB                                                        k – 6th stage SB                                                        l – 6th stage RB 

   

m – 7th stage SB                                                n – 7th stage RB 

Fig. 4. Pressure distribution over the blade surfaces in the mid-span section. 
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Figures 5 and 6 demonstrate some results concerning the last 

stage in the nominal mode. From the graph in Fig. 5, one can see 

that the value of reactivity degree at the hub is low. 

From Fig. 6, it can be seen that there is an uneven distribu-

tion of parameters along the height. A supersonic flow is ob-

served at the outlet of the blade row. It leads to a high value of 

losses with the outlet velocity (Table 2). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

All over the flow part, some flow separations have been ob-

served near significant breaks in the peripheral contours, the so-

called overlaps. Fig. 7 demonstrates an example of a similar sep-

aration, which occurred between the rotor and stator in the  

5th stage. 

Table 2 displays integral features of the entire flow part, en-

compassing average outlet velocity values. One can conclude  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
that the flow part efficiency is relatively high, but the outlet ve-

locity values, and so the corresponding losses, are quite large. 

Based on the above shown results and their analysis, the fol-

lowing measures to improve the flow part are planned: 

 The use of smooth meridional contours, which will ensure 

the absence of flow separations in the stator-rotor inter-

space overlap of meridional contours; 

 Developing the blades with smooth (monotonic) surfaces, 

which will ensure the absence of non-monotonicity in the 

pressure diagrams on the blade surfaces; 

 Developing the blades, adjusted along the flow, with vari-

able cross-sections along the height, which will ensure the 

flow improvement around the blades; 

 Redesigning the meridional contours (used for the low-

speed steam turbine structure for the first time in the world 

practice), which will ensure an increase in Dav of the first 

stage, reducing the load of the stage (increase in u/C0), in-

creasing the reactivity degree, and more optimal distribu-

tion of thermal drops; 

 Increasing the height of the last stage rotor blade, which 

will ensure the reduction of the outlet velocity losses; 

 Developing the saber-shaped last stage stator blade, which 

will ensure more uniform distribution of parameters along 

the height and an increase in reactivity degree at the hub. 

5. Modernized flow part and discussion 

According to the measures described above, the new LPC 

flow part of the K-1000 nuclear turbine series was designed, 

whereas its fitting within the original framework has been reas-

sured. The modernized flow part is shown in Figs. 8 and 9. 

Blades in the 3rd to 7th stages incorporate variable height profiles. 

Table 1. Main geometrical and integral gas-dynamical characteristics of 

the flow part. 

Stage No. D/L u/C0 ρ η, % 

1 40.68 0.48 0.0059 92.85 

2 27.69 0.49 0.0584 97.56 

3 17.40 0.51 0.0675 90.49 

4 10.73 0.56 0.2399 94.03 

5 6.80 0.59 0.3018 93.37 

6 4.54 0.62 0.3614 92.92 

7 2.86 0.48 0.5742 89.63 

 

 

Fig. 5. Reactivity degree distribution along the rotor blade  

height in 7th stage. 

 

Fig. 6. Velocity vectors in 7th stage rotor  

at mid-meridional section. 

Table 2. The flow part main integral characteristics. 

С3, m/s ξov, % η, % Power (one flow), MW 

285.7 4.74 88.60 134.095 

 

 

Fig. 7. Velocity vectors in 5th stage  

at mid-meridional section. 
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End-to-end calculations for the new LPC with 7 stages have 

been completed using h-type difference grids, akin to those uti-

lized in the original LPC, with the total cells number about  

7 million. The computational grid refinements near rigid sur-

faces correspond to у+ < 5. 

Figure 10 visualizes the flow in the designed flow part, and 

Fig. 11 demonstrates pressure distributions over the blade sur-

faces. The flow visualization results (Fig. 10) demonstrate the 

favourable flow picture. It should be noted that any flow sepa-

rations or vortex flows are not observed here. The flow velocity 

in the interblade channel of the 7th stage is closer to subsonic 

(Fig. 10 m, n) compared to the original stage (Fig. 3 m, n). This 

approach leads to a lower value of kinetic energy losses. 

                 

Fig. 8. Visualization of the redesigned flow part in the new LPC of К-1000-60/1500 turbine series. 

                         
           a – 1st stage SB                          b – 1st stage RB                       c – 2nd stage SB                          d – 2nd stage RB                         e – 3rd stage SB 

                         
          f – 3rd stage RB                        g – 4th stage SB                          h – 4th stage RB                            i – 5th stage SB                           j – 5th stage RB 

                  
                                 k – 6th stage SB                              l – 6th stage RB                        m – 7th stage SB                       n – 7th stage RB 

Fig. 9. New blades overview. 
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                       a – 1st stage SB                                     b – 1st stage RB                                  c – 2nd stage SB                                 d – 2nd stage RB 

       
                       e – 3rd stage SB                                      f – 3rd stage RB                                  g – 4th stage SB                                  h – 4th stage RB 

       
                       i – 5th stage SB                                        j – 5th stage RB                                 k – 6th stage SB                                l – 6th stage RB 

   
m – 7th stage SB                                     n – 7th stage RB 

Fig. 10. Velocity vectors in the mid-span blade-to-blade section. 
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a – 1st stage SB                                                           b – 1st stage RB                                                            c – 2nd stage SB 

     

d – 2nd stage RB                                                           e – 3rd stage SB                                                            f – 3rd stage RB 

     

g – 4th stage SB                                                        h – 4th stage RB                                                              i – 5th stage SB 

     

j – 5th stage RB                                                        k – 6th stage SB                                                        l – 6th stage RB 

   

m – 7th stage SB                                                n – 7th stage RB 

Fig. 11. Pressure distributions over the blade surfaces in the mid-span section. 
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From the results shown in Fig. 10, it can be concluded that  

a favourable flow pattern is obtained. The pressure distributions 

on the blade surfaces (Fig. 11) became essentially more mono-

tonic compared to the original LPC (Fig. 4). These outcomes are 

obtained through the use of blades with smooth surfaces. The 

basic integral characteristics of the newly designed flow part are 

presented in Table 3.  

By reprofiling the meridional contours, the increase in the 

average diameters for the first three stages has been successfully 

accomplished. It led to a number of advantages (see Table 3): 

decreased the relative blade height (increased value of D/L), the 

loading of stages became more optimal, the value of u/C0 be-

came closer to 0.7 [37], and the degree of reactivity increased. 

It is necessary to add more about this solution’s innovativeness. 

In the steam turbine world practice, the average diameter in 

LPCs usually increases essentially from the first stages to the 

last ones, but the hub diameter remains practically the same or 

slightly decreases. In the proposed flow part option, the differ-

ence in average diameters between the stages has decreased, and 

the hub diameter in the first stages has increased substantially 

compared both to the last ones and the original option. So, this 

made it possible to achieve the above mentioned advantages. 

The proposed approach has been used for the first time for the 

low-speed turbine. It is offered for implementation by JSC 

«Ukrainian Energy Machines». In global practice, during the 

steam turbine construction, a similar approach was first pro-

posed by the authors for a high-speed turbine of the K-220-44 

series [20]. Previously, the implementation of such structures 

was not carried out especially due to technological problems, 

since in this case, the rotor becomes significantly heavier. The 

JSC «Ukrainian Energy Machines» has solved this problem by 

using the technology of welded rotors manufacturing [39] which 

has ensured their reasonable characteristics both in terms of 

mass and strength.  

To reduce the outlet velocity losses, the new rotor blade of 

the last stage has been used with a height of 1650 mm instead of 

1450 mm in the original structure. However, increasing the 

blade length results in an even greater decrease in fanning value 

(decrease of D/L) that also leads to an additional reactivity de-

gree decrease at the hub surface of the stages. To eliminate this 

negative effect, the saber-shaped last stage stator blade has been 

developed, Fig. 12. 

Figures 13 and 14 illustrate the reactivity degree variation 

along the blade height and the velocity vectors in the 7th stage 

rotor at the mid-meridional section. From the obtained results, 

one can see that due to using the saber-shaped blade, the une-

venness in the distribution of the parameters along the height in 

the 5th stage has significantly decreased compared to the original 

design (Fig. 7). Moreover, despite the extensive fanning, there 

has been an increase in the reactivity degree at the hub surface 

(Fig. 13).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The redesigned flow part features smooth meridional con-

tours without overlaps in the new configuration. This design 

guarantees the prevention of flow separation in these specific 

areas [40]. Indeed, for example, Fig. 15 visualizes the flow in 

the 5th stage. Compared to the original design shown in Fig. 7, 

the flow here is continuous. 

Table 3. The primary integral and geometrical characteristics of the flow 

part.  

Stage number D/L u/C0 ρ η, % 

1 58.03 0.57 0.3979 94.77 

2 27.69 0.60 0.3436 95.91 

3 17.40 0.61 0.3910 93.71 

4 10.73 0.66 0.4672 95.49 

5 6.80 0.69 0.4861 95.78 

6 4.54 0.69 0.3439 95.04 

7 2.58 0.49 0.5042 90.13 

 

 

Fig. 12. 3D visual representation of the stator 

blades in the new design last stage. 

 

Fig. 13. Reactivity degree vs. the height of the rotor blade  

in 7th stage. 

 

Fig. 14. Velocity vectors in 7th rotor stage  

at the mid-meridional section. 
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Table 4 shows the basic flow part integral characteristics of 

the whole modernized turbine. One can see the significantly de-

creasing outlet velocity and, accordingly, the decreasing losses 

with outlet velocity. Due to the complex measures implemented 

to modernize the flow part, the efficiency increase was shown 

both in each individual stage (refer to Tables 1 and 3) and in the 

overall flow domain (refer to Tables 2 and 4). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6. Conclusions  

 Analysis of 3D turbulent steam calculations in the initial de-

sign of the low-pressure cylinder flow part for the К-1000-

60/1500 turbine has identified areas for improvement.  

 The research has been carried using the techniques and soft-

ware package for gas-dynamic calculations and the design of 

flow parts created at the IPMach NAS of Ukraine. 

 A significant increase in the efficiency of LPC of the  

К-1000-60/1500 series steam turbine has been achieved.  

 The total efficiency and power of the developed LPC flow 

part (single flow) are 91.42% and 139.387 MW, which is by 

2.82% and 5.292 MW higher compared to the original one. 

 LPC of this turbine consists of 6 flows, so the total increase 

in power is 31.752 MW. 

 JSC "Ukrainian Energy Machines" (formerly PJSC "Tur-

boatom") has approved the findings of the presented re-

search.  

 The methodology put forth, coupled with the acquired ex-

pertise, holds potential for utilization in the development and 

enhancement of LPC flow parts for other robust steam tur-

bines at NPPs and TPPs within Ukraine and beyond.  
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1. Introduction 

Poland and other European Union (EU) countries have commit-

ted to preparing an energy scenario by 2050 that allows for sus-

tainable and carbon-free energy production. Therefore, one of 

the critical objectives of EU energy policy is to improve the en-

ergy performance of the building stock. In achieving these ob-

jectives, heat pumps (HPs) can play an essential role in electri-

fying sources of heat generation and domestic hot water prepa-

ration. HPs are expected to bring the most significant environ- 
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Abstract 

In Poland, heating systems using renewable energy sources have gained importance in construction projects, especially in newly 

designed buildings. This is mainly due to the Regulation of the Minister of Infrastructure, which sets technical conditions for 

buildings. As of December 31, 2020, the primary energy index for newly designed single-family buildings should not exceed 

70 kWh/(m2year). This requires efficient energy sources in building design. Renewable energy installations have significantly 

lower primary energy utilization rates than fossil fuel systems, making them the preferred choice. In a facility in Batowice near 

Krakow, a hybrid energy system with ground-source and air-source heat pumps has been installed. These pumps are powered 

by electricity from a photovoltaic installation connected to the grid. The study aims to determine the optimal heat pump choice 

based on the facility’s conditions and optimize electricity consumption from the photovoltaic installation. Both heat pumps 

showed similar efficiencies during the heating season from December 2022 to March 2023: the ground-source heat pump 

achieved an annual coefficient of performance of 2.69, and the air-source heat pump achieved a seasonal coefficient of perfor-

mance of 2.63. Given the high non-renewable primary energy factor for grid electricity, the feasibility of replacing gas boilers 

with heat pumps requires careful evaluation. The results indicate that integrating a heat pump with a photovoltaic installation 

substantially reduces the primary energy utilization index, supporting climate protection and the advancement of renewable 

energy sources. However, heat pumps alone may not be sufficiently efficient without the support of a PV installation. 
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Nomenclature 

Abbreviations and Acronyms 

AHP – air-source heat pump 

COP – coefficient of performance 

EP – primary energy 

EU – European Union 

 

GHP – ground-source heat pump 

HP – heat pump 

PEF – primary energy factor 

PV – photovoltaic 

RES –  renewable energy sources 

sCOP – seasonal (annual) coefficient of performance 

 

mental benefits in energy markets where renewable energy, such 

as wind, has a considerable share. A noteworthy challenge asso-

ciated with the electrification of heat is the transition of residen-

tial space heating from conventional fossil fuel-based technolo-

gies to electricity. 

The primary challenge in utilizing heat pumps is the resultant 

primary energy utilization index. To ensure the ecological via-

bility of replacing a fossil fuel-based heat source, it must be re-

placed with a device with a lower primary energy input. Given 

the high primary energy factor associated with grid electricity 

(Table 1), replacing a gas boiler with a heat pump powered by 

the electrical grid becomes environmentally beneficial only if 

the heat pump’s average annual coefficient of performance 

(sCOP) exceeds 2.3. Otherwise, the carbon dioxide emissions 

from using a heat pump will surpass those from heating the 

building with natural gas. 

Comprehensive field studies covering multiple heating sea-

sons are required to determine the feasibility of implementing 

heat pumps in heating systems. It is also essential to ascertain 

whether the type of heat pump significantly impacts the ex-

pected outcomes. The unique characteristics of the studied facil-

ity allow for the empirical comparison of air-source and ground-

source heat pumps operating under identical conditions within 

a single hybrid system. This study is particularly valuable be-

cause, in a standard facility, two different types of heat pumps 

are typically not installed within the same heating system. Fur-

thermore, the photovoltaic (PV) installation in the building fa-

cilitates the evaluation of the potential for using solar energy to 

power heat pumps, substantially contributing to the reduction of 

the primary energy utilization index. In addition to comparing 

the performance of different heat pumps, this study aims to max-

imize the utilization of energy generated by the PV installation 

during its production phase. 

Kim et al. [1] suggested a hybrid solar-geothermal carbon 

dioxide heat pump system for residential applications. By using 

a heat pump with CO2 as the working medium, the temperature 

of the heating medium produced was significantly increased. 

Sridhar et al. [2] have developed a numerical algorithm that, 

based on intelligent measurement data, allows the selection of 

a hybrid heating system for a set of buildings, increased electri-

fication of the heat sources, and improved flexibility. Yao et al. 

[3] analysed a residential heating system based on a heat pump 

with a borehole heat exchanger powered by electricity from  

PV-T panels. They demonstrated that the heat pump in the de-

veloped hybrid system can achieve a COP significantly above 7. 

Kazem et al. [4] showed that the combined use of PV-T instal-

lations to power heat pumps can reduce grid electricity con-

sumption significantly. In addition, the waste heat from the  

PV-T systems enhances the heat pumps' efficiency. Long et al. 

[5] have proposed a combined system for heating the house and 

sup-plying domestic hot water. An air-source heat pump and a 

solar thermal collector were used to heat the residence and pro-

vide hot water. This solution enables significant energy savings 

[5]. Bezrodny et al. [6] proposed the use of heat pumps in air-

conditioning systems. The authors showed that recirculating the 

exhaust air through the heat pump evaporator allows the preset 

room conditions to be maintained over a wider range of varia-

tions in ambient air parameters. In addition, lower specific en-

ergy consumption of the heat pump is achieved, improving its 

efficiency. Hanuszkiewicz-Drapała and Bury [7] conducted 

a thermodynamic analysis of a heat pump with a horizontal 

ground heat exchanger used to heat and cool a residential build-

ing. They investigated the impact of the heat supplied to the 

ground during the summer on the operation of the heating sys-

tem and electricity consumption during the following heating 

season.  

Heat pumps for residential heating powered by electricity 

from renewable sources reduce greenhouse gas emissions and 

dependence on imported fossil fuels [8]. Heat pumps combined 

with heat storage are well suited to providing short-term flexi-

bility, shifting loads to periods of low prices and high renewable 

electricity supply. Harnessing the flexibility of heat pumps, 

a more balanced local energy system can be created [9,10]. Hy-

brid installations using renewable energy sources are an increas-

ingly common solution. In his article on hybrid installations, Pa-

ter argues that it is possible to easily significantly increase the 

share of renewable energy sources in the production of energy 

for heating purposes [11], and in the next study, he analyses 

a hybrid based on a heat pump combined with a photovoltaic 

installation to supply the building with hot water [12].  

The performance of photovoltaic panels is strongly depend-

ent on external conditions such as sunshine, temperature, air pol-

lution, cloud cover or precipitation. Although photovoltaic pan-

els operate most efficiently in full sunlight, different atmos-

pheric conditions still allow their use over a wide geographical 

and climatic range. Katoch et al. in [13] analysed the influence 

of the dust gathering on the photovoltaic panel on its perfor-

mance and average output power and short circuit current. 

Kuczyński and Borowska [14] investigated the exergy effi-

ciency of photovoltaic installations as a critical parameter to de-

termine the maximum amount of electricity that could be pro-

duced under certain conditions. Kadhim and Al-Ghezi [15] 

made a comprehensive review of cooling systems that allow for 

increased efficiency, energy production and service life of pho-

tovoltaic modules. 

The intermittent electricity production in photovoltaic panels 

requires such installations to be equipped with energy storage 

systems. Deka and Szlęk [16] investigated the different methods 

of storage of excess energy from renewable sources as one of 

the ways to reduce reliance on fossil fuels for residential heat-
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ing and cooling. Excess energy can be stored in systems using 

phase change materials (PCM) and later used to produce cold in 

adsorption chillers or to support refrigerant preparation in heat-

ing systems. Karwacki et al. [17] conducted a study to identify 

the best phase-change material for thermal energy storage in do-

mestic installations. Cieśliński et al. [18] carried out experi-

mental viscosity determinations of phase-change materials, 

which were used to develop accurate correlation formulas for 

determining the viscosity of PCMs. 

The conducted research aims to evaluate the feasibility of 

implementing hybrid systems based on renewable energy 

sources for powering buildings under Polish conditions. The pri-

mary objective of the study was to compare the performance of 

ground-source and air-source heat pumps and to investigate the 

potential for optimizing their integration with photovoltaic in-

stallations. 

2. Legal requirements for buildings 

In the context of the regulations in force in Poland, one of the 

most essential indicators, important for investors and building 

designers, is the facility's unit demand for non-renewable pri-

mary energy. The latest amendment has maintained the limita-

tion introduced since December 31, 2020, on the primary energy 

(EP) index for heating, ventilation and domestic hot water prep-

aration at 70 kWh/(m²·year) for single-family houses and  

75 kWh/(m²·year) for collective residential buildings. 

Public buildings, excluding healthcare facilities, have a de-

mand limit of 45 kWh/(m²·year) [19]. These restrictions compel 

investors and designers to seek energy-efficient construction so-

lutions and utilize energy sources with low primary energy uti-

lization rates. Table 1, included in the Regulation of the Minister 

of Development and Technology [20], presents the values of pri-

mary energy utilization rates for various energy sources. 

3. Hybrid installation 

A hybrid power supply system based on multiple energy sources 

has been implemented in the building being considered, located 

in Batowice near Krakow in Poland. The primary heat sources 

for the heating system are two heat pumps (Table 2):  

 a ground-source heat pump (GHP) with a capacity of  

10.9 kW (B0/W35), 

 an air-source heat pump (AHP) with a capacity of 12 kW 

(A7/W35).  

A fireplace with a water jacket also serves as an auxiliary 

heat source, and a gas-condensing boiler is installed as a peak 

heat source.  

The heating system incorporates a central heating buffer tank 

with a capacity of 1500 litres. Furthermore, the hot water provi-

sion includes a separate domestic hot water tank with a capacity 

of 800 litres. During the summer months, a solar collector in-

stallation is utilized to prepare domestic hot water. Moreover, 

besides being connected to the power grid, electricity generated 

by a 9.6 kW PV installation is also utilized. The installation lay-

out is presented in Fig. 1. In order to conduct a comparative anal-

ysis of two different types of heat pumps, a ground and air heat 

pump was installed in one building, as part of one heating sys-

tem. Table 2 contains a comparative summary of the most im-

portant parameters of both devices. Please remember that both 

heat pumps differ in their specific operation depending on the 

prevailing external conditions. The outside air temperature is of 

little importance for a ground heat pump. The air heat pump is 

very sensitive to weather conditions because it uses outside air 

as the lower heat source. From the user's point of view, it is very 

important to determine which source will be a more justified 

choice, both in terms of energy and finances. Comparing the be-

haviour of both devices under identical operating conditions is 

the best way to determine when and which device will work bet-

ter.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. Research problem analysis and interpretation 

of measurement results  

According to Table 1, in the case of an energy production 

system in a building, the amount of final energy for heating 

should be multiplied for non-renewable sources by the indicator 

PEF = 1.1. In practice, to meet the requirements of the regula-

tion, we must reduce the use of usable energy in the facility to 

the level appropriate for low-energy buildings. The use of grid 

electricity carries an even greater burden on the environment, as 

illustrated by the PEF index value 2.5 (until April 28, 2023, this 

index was 3.0). Replacing heat sources using non-renewable en-

ergy (natural gas, coal, etc.) with heat pumps will be justified 

only if the total (weighted) coefficient PEF resulting from using 

renewable energy and electricity supplying the heat pump com-

pressor is lower than 1.1. As we can see, this will be closely 

related to the achievable seasonal efficiency of the device used. 

Therefore, to obtain satisfactory results, a seasonal efficiency ra- 

Table 1. The effort of non-renewable primary energy factors (PEF) for 

the production and delivery of the energy carrier for technical systems 

[20]. 

No. Method of Energy Supply Type of Energy Carrier PEF 

1 

Local energy production 
in the building 

Heating oil 

1.10 

2 Natural gas 

3 Liquid gas 

4 Coal 

5 Lignite 

6 Solar energy 

0.00 7 Wind energy 

8 Geothermal energy 

9 Biomass 0.20 

10 Biogas 0.50 

11 Network heating from co-
generation 

Coal or gas 0.80 

12 Biomass, biogas 0.15 

13 Network heating from a 
heating plant 

Coal 1.30 

14 Gas or heating oil 1.20 

15 System power grid Electricity 2.50 
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tio of the heat pump should be obtained at a level higher than 

2.3 (before changing the index, it was necessary to get a seasonal 

efficiency sCOP above 2.73). Otherwise, using a heat pump 

powered by network electricity will generate higher primary en-

ergy consumption than an installation with a gas or coal boiler. 

Figure 2 shows the average monthly COP values for the tested 

heat pumps from November 2022 to the end of 2023. The effi-

ciency factor of both devices is so high that from an ecological 

point of view, with PEF = 2.5 for electricity from the grid, their 

use is profitable. This is a fundamental issue, especially when 

air heat pump, because the device is characterized by high vari- 

 

 

Fig. 1. Diagram of a hybrid installation powering the building in Batowice. 

 

Fig. 2. Average monthly COP values of ground-source and air-source heat pumps installed in the analysed facility.  

AHP – air-source heat pump, GHP – ground-source heat pump. 

Table 2. Technical data of heat pumps. 

Parameter Air heat pump Ground heat pump 

HP type Vitocal 151.A10 VWS 104/3 

Refrigerant type R290 R407C 

Heating power 12 kW (A7/W35) 
9.7 kW (A-7/W35) 
9.37 kW (A7/W55) 

10.9 kW (B0/W35) 
 

9.7 kW (B0/W55) 

Electrical power 
consumption 

2.46 kW (A7/W35) 
3.23 kW (A-7/W35) 
2.6 kW (A7/W55) 

2.2 kW (B0/W35) 
 

3.2 kW (B0/W55) 

COP 5.0 (A7/W35) 
3.0 (A-7/W35) 
3.7 (A7/W55) 

4.9 (B0/W35) 
 

3.0 (B0/W55) 
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ability of operating efficiency with changes in outdoor air pa-

rameters. Installing a photovoltaic installation to power a heat 

pump comes in handy here. The PEF coefficient for solar instal-

lations is 0.0 [20], meaning that energy from a PV installation 

does not result in primary energy use. Another question when 

planning to install a photovoltaic system concerns the level of 

electricity used to power the heat pump compressor. We cannot 

ensure 100% use of energy from PV installations, and we will 

take part of the electricity for our pump from the network, so we 

will not eliminate the share of primary energy in the overall en-

ergy balance of the building. In the future, this may be possible 

when satisfactory efficiency of storing electricity is achieved. 

Still, with current technological limitations, we must assume 

that part of the electricity for our heat pump will come from non- 

renewable sources. 

Two heat pumps were installed in the tested facility:  

a 10.9 kW ground source heat pump operating with R407C re-

frigerant and a 12 kW air source heat pump using R290 refrig-

erant. Additionally, a 9.6 kW photovoltaic installation was in-

stalled to meet the building's electricity demand partially. The 

photovoltaic system is connected to the power grid and operates 

under a prosumer net-metering system. Under this system, any 

surplus electricity generated by the photovoltaic installation not 

consumed by the building is transmitted into the grid. The 

prosumer will receive 80% compensation for the supplied en-

ergy for the following year. Since April 2022, a new billing sys-

tem called net billing has been implemented, involving financial 

settlement for surplus energy. The prosumer sells surplus energy 

to the grid and receives a monetary credit, allowing them to pur-

chase grid energy at a specified rate. Additionally, the prosumer 

is responsible for transmission fees for delivered and consumed 

energy. 

To estimate the amount of primary energy used to operate 

the heat pump in the configuration with a photovoltaic installa-

tion, it is necessary to consider the methodology for calculating 

the share of renewable energy in the electricity used. First, we 

must determine how to divide energy use between the building's 

heat pump and other electrical devices. We have two options 

here: qualifying all renewable energy as consumed for the oper-

ation of the heat pump, especially in residential buildings, where 

the energy for lighting the building is not included in the balance 

of primary energy use in the building or dividing the consump-

tion as a percentage between all electricity receivers in the con-

sidered object. The most rational and fair solution is measuring 

devices so that it is possible to indicate directly which source 

powered the heat pump in real-time during its operation. How-

ever, the solution is expensive and impractical from the point of 

view of an ordinary user, for whom the distribution of energy 

produced is irrelevant because it does not affect the economic 

aspect of using energy from a PV installation. A comparison of 

electricity consumption and production of heating energy by an 

air and ground heat pump and energy production by a photovol-

taic installation in individual months is shown in Fig. 3.  

It should be noted that the greatest energy demand for heat 

pump operation occurs in periods when production from PV in-

stallations is the lowest. Prosumer settlement of micro-installa-

tions enables annual balancing of energy delivered and con-

sumed, which is a beneficial solution for the user. In turn, the 

use of the generated electricity for one’s own needs and the 

amounts of electricity fed into the network and consumed are 

shown in Fig. 4.  

It can be said that using heat pumps enables an increase in 

the consumption of energy generated by the PV installation for 

internal needs. During months when heat pumps are used for 

heating, the self-consumption of electricity from the PV system 

significantly exceeds the amount of energy exported to the grid. 

The subsequent step involves determining the methodology for 

categorizing the electricity fed into the grid and the energy con-

sumed in a 1:0.8 balance when employing net metering settle-

ment [21]. In such scenarios, the grid is considered a storage fa-

cility for the generated energy, with an assumed annual effi-

ciency of 80%. It can be presumed that the PEF index for the 

 

Fig. 3. Balance of energy consumed and produced by heat pumps and electricity production by the photovoltaic installation. 
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energy received from the grid in the balance is also 0.0, indicat-

ing renewable energy inclusion in the primary energy balance of 

the grid's current. Hence, adopting a PEF value of 0.0 solely for 

the energy sourced from the PV installation and used for internal 

needs at the production point appears reasonable. However, for 

the remaining electricity derived from the grid, whether within 

or outside the balance, a PEF coefficient of 2.5 should be em-

ployed following the reduction from 3.0.  

Another problem we face here is using electricity from PV 

installations for our needs. Depending on the daily electricity 

use profile, an average household can use approximately 

2030% [22] of the energy produced for its own needs. The re-

maining part of the production from the photovoltaic installation 

is fed into the power grid. Therefore, the next challenge is to 

develop methods for maximising electricity consumption from 

the photovoltaic installation at the generation site, necessarily 

without increasing the energy needs of the building. The data 

analysis covered the period from November 2022 to the end of 

2023 and allowed for a preliminary assessment of the coopera-

tion of the photovoltaic installation with the building. Figures 4, 

5 and 6 present the results of the research.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The analyses were conducted in the context of electricity 

consumption by the tested facility, energy production in the pho-

tovoltaic installation, the possibility of covering the building's 

demand with the energy produced by the PV installation and the 

use of energy from photovoltaics for own needs at the time of 

its production. The analysis used data from the measurement 

system installed in the facility and on the platform provided by 

the power company (Figs. 7 and 8).  

During the summer months, when PV installation production  

 

is at its peak, approximately 30% [22] of the energy generated 

is consumed for internal needs. This aligns with the typical an-

nual energy consumption profiles of households. Additionally, 

as illustrated in Fig. 5, it can be observed that only during the 

peak production period does  the  PV  installation  generate  more 

energy than what is required by the building. 

Conversely, the utilization of energy produced directly at the 

generation site to meet the facility's internal needs averages ap-

proximately 20% (refer to Fig. 6).

 

Fig. 4. Balance of electricity produced in a photovoltaic installation. 

 

Fig. 5. Energy balance in the facility. Distribution of electricity consumed by the building and produced by the photovoltaic installation. 
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The amount of energy generated by the photovoltaic instal-

lation is measured within the building, and information regard-

ing the energy fed into the grid and the energy drawn from the 

power grid can be accessed by the customer through the plat-

form provided by the power company (Fig. 7). Using the ob-

tained data, it is possible to calculate the energy consumed by 

the prosumer for their own needs and the total energy used by 

the building. 

Moreover, the platform provides information regarding vir-

tual energy storage. The system converts the energy fed into the 

grid into equivalent units that can be credited to the prosumer's 

account. This enables the user to access information on the en-

ergy they can receive at no cost from the grid in the upcoming 

billing period (Fig. 8). 

The conducted research aims to assess the more appropriate 

choice between a ground heat pump and an air heat pump, par-

ticularly in Polish climatic conditions. Additionally, the research 

endeavours to identify strategies to optimize the efficient utili-

zation of electricity generated by photovoltaic systems to meet 

the energy demands of the building. 

A preliminary analysis of measurement data showed that the 

operating parameters of both heat pumps are comparable during 

the heating season when the building consumes the most energy. 

A heat pump with a ground collector, due to the greater stability 

of the lower source, will have a slightly higher COP (Fig. 2  

red bars on the chart). Still, the cost of its installation will be 

much higher, which makes the economic viability of this project 

questionable. In turn, despite the expectation that in the summer, 

an air heat pump operating on a higher heat source parameter 

would have a higher COP, it turned out that this assumption was 

wrong. The ground heat pump, despite the lower temperature of 

the ground source, achieved higher operating efficiency than the 

air pump in the summer months. An additional experiment was 

conducted in August and September to investigate this depend-

ency. Throughout August 2023, the heating of domestic hot wa-

ter was supported only by a ground heat pump, while in Septem-

ber, an air unit was used for this purpose. The results confirmed 

previous observations. Despite the atmospheric air temperature 

being higher than the temperature of the brine feeding the 

ground heat pump, the efficiency of the air HP was lower than 

that of the ground one. The first thing that comes to mind is that 

an air heat pump, despite better operating parameters related to 

higher external air temperature, consumes more electricity due 

to constant readiness for operation. Heating the compressor 

crankcase, which is performed by an air heat pump, is not nec-

essary in the case of a ground heat pump, which is especially 

noticeable during periods when heat pumps only work to heat 

domestic hot water, which is why they are turned on sporadi-

cally. When the compressor works more often during the heating 

season, this problem does not occur because there are only a few 

downtime periods for heating devices. 

In subsequent heating periods, modifications to the system 

are planned, consisting of adapting the hybrid operation to the 

building's changing energy demand. The analysis of the col-

lected measurement data is intended to help develop solutions 

that will help designers efficiently select power supply installa-

tions for a building with a specific energy class. It should signif-

icantly improve cooperation between the architectural industry 

and designers of sanitary installations supplying buildings with 

low energy demand. 

The heating system in the tested facility is equipped with 

a central heating buffer with a capacity of 1500 l and a domestic 

hot water tank with a capacity of 800 l. Both tanks are located 

in the heated space of the building. Owing to these installation 

elements, energy can be accumulated, and its use can be post-

poned in time. Therefore, the first idea that comes to mind is the 

production of heat during the day, when the air temperature is 

higher, which is of great importance for increasing the efficiency 

of the air heat pump. During the day, we also obtain energy from 

the photovoltaic installation to use the electricity produced di-

rectly to power the heat pump. The energy collected in this way, 

which was generated in the most favourable conditions during 

the day, can later be used when our needs related to space heat-

ing and domestic hot water are the highest. However, this will 

 

Fig. 6. Percentage of energy from the PV installation used for own needs in meeting the energy needs of the building and in the production  

of energy from photovoltaics. 
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involve additional costs associated with raising the temperature 

in the buffer tank. This will help increase the heat capacity of 

the system but will force the heat pumps to work with less opti-

mal parameters of the upper source. Analyzing measurement 

data collected last year and in subsequent heating seasons will 

allow for estimating actual savings related to these measures re- 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Visualization from the TAURON e-counter platform. Balance of electricity consumed and energy from the PV installation  

fed into the power grid [23]. 
 

 

Fig. 8. Visualization from the TAURON e-counter platform. Balance of electricity consumed and energy from the PV installation  

fed into the power grid - considering the settlement balance [23]. 
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garding energy and economy. The calculations will require con-

sidering two variants of settlement of the photovoltaic installa-

tion with the power company. They may be considered for 

a maximum period of 15 years because the prosumer settlement 

ceases to be valid later. After the period for which the prosumer 

contract has been concluded, it becomes even more important to 

use as much energy from photovoltaics as possible for your own 

needs, so optimizing the operation of the building's power sup-

ply system is one of the key elements of the user's savings plan-

ning. 

This research can contribute to optimising energy utilization 

in buildings, thereby enhancing energy efficiency in the con-

struction sector. Moreover, by improving the correlation be-

tween the operation of heat pumps and the usage of energy gen-

erated in photovoltaic installations, the research aims to enhance 

the stability of the collaboration between photovoltaic systems 

and the power grid. This research holds significant importance, 

not only for economic purposes but also for climate protection, 

particularly in terms of enhancing the efficiency of harnessing 

renewable energy to mitigate the greenhouse effect. 

5. Conclusions 

The conducted research aims to determine the actual operating 

parameters of two types of heat pumps installed under identical 

conditions, which constitutes a unique approach to the subject. 

The hybrid system installed in the analyzed building allows for 

very flexible changes in the operating parameters of both de-

vices. Additionally, the building's power supply system enables 

the study of the cooperation between the heat pumps and the 

photovoltaic installation. Research conducted over two heating 

seasons allowed for drawing conclusions that may significantly 

influence the approach of investors, designers and installers to-

wards the use of RES in construction. 

Summarizing the initial research, it should be noted that in 

the current climatic conditions in Poland, the operation of an air-

source heat pump does not significantly differ from the perfor-

mance of a ground-source heat pump. The efficiency indicators 

of both devices during the heating season differ slightly and are 

respectively: for the GHP 2.69; for the AHP 2.63. Considering 

the investment costs AHP are currently becoming a real alterna-

tive to the much more expensive GHP.  

It was also noted that the cooperation of an AHP with solar 

collectors, in the summer, does not have a positive effect on the 

efficiency of the heat pump. Despite the higher temperatures of 

the lower source than in the heating season, the efficiency of the 

device decreases instead of increasing. In July, when the AHP 

was operating only for the domestic hot water buffer, its sCOP 

was only 2.16, which was the lowest value recorded during the 

unit's operation. The main reason for this situation is the long 

downtime of the heat pump in readiness for operation, which 

causes the consumption of electricity, despite the lack of need 

for the device to operate.  

In turn, the cooperation of the heat pump with the photovol-

taic installation can contribute to increasing the ecological effi-

ciency of the use of the building's power supply system. In the 

period December 2022  February 2023, the use of energy from 

PV for own needs exceeded 80%, and over the entire year 

amounted to 55.7%, significantly exceeding the assumed self-

consumption, which in an average household is about 30%. 

Maximizing the use of energy generated by the PV installation 

for one’s own needs will also contribute to increasing the eco-

nomic efficiency of the project. The lack of prosumer settlement 

will reduce energy losses in the case of net-metering and elimi-

nate additional energy purchase costs in the case of net-billing. 

The research planned for the upcoming years aims to address 

these questions and alleviate any uncertainties regarding the vi-

ability of utilizing renewable energy in construction. This re-

search is anticipated to provide valuable insights and clarifica-

tion in this regard. 
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1. Introduction 

Recently, growing implementation of renewable energy sources 

(RES) − particularly photovoltaics, pointed to a paradigm shift in 

global energy systems. This transformation is largely driven by 

the urgent call to mitigate climate change impacts and by a rapid 

decline in the costs of photovoltaic technologies. Consequently, 

an increasing number of photovoltaic modules are being con-

nected to power grids, a trend that is particularly noticeable in 

urbanized regions. 

However, this exponential growth has brought to the fore  

a new challenge regarding the installation of a significant number 

of heavy photovoltaic modules on roof surfaces with specific 

load capacities. Notably, conventional photovoltaic installations 

have been found to exert substantial strain on building structures, 

with typical modules weighing around 12−16 kg/m² and the who-

le installation weighing approximately 40 kg/m² [1,2]. Such con-

siderable weight has been identified as a limitation, especially in 

cases where roof structures have a lower load-bearing capacity. 

To address this emerging issue, the sector has witnessed  

a burgeoning interest in the development of lightweight photo-

voltaic modules, which are commonly referred to as composite 

photovoltaic (CPV) modules. Such modules, presumed to weigh 

less than 7 kg/m² [3], present a promising avenue for expanding 

the integration of photovoltaic technologies, especially in urban 

setups with roof constraints. Besides, they eliminate the need for 

heavy glass and frames, components that constitute around 80% 

of the conventional module weight, achieving a potential weight 

reduction of about 2 kg/m² [4]. However, it is noteworthy that the 

CPV technology is distinct from building integrated photovolta-

ics (BIPV), which seamlessly integrates into the building's roof 

partitions. This distinction signifies that CPV modules offer flex-

ibility in mounting options, allowing for the utilization of con-

ventional mounting systems. 
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Abstract 

The introduction of new material solutions into the BIPV (Building Integrated Photovoltaics) requires the need to check 
their suitability in this area. This especially applies to resistance to weather conditions and resistance to UV radiation. The 
authors conducted a series of tests on samples of photovoltaic modules made using a composite lamination technology 
based on glass fibres and hardened resins. The resistance of such a structure to atmospheric conditions and degradation by 
UV rays was investigated. Both of these areas have a significant impact on the efficiency of such a solution in terms of 
converting solar energy into electricity and the service life of the solution. It was found that delamination of the composite 
PV modules can be avoided in the case of some studied resins (e.g. LG 385).  
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Nomenclature 

Abbreviations and Acronyms 

BIPV – building integrated photovoltaics 

RES – renewable energy sources 

CPV – composite photovoltaic  

 

Despite these advancements, there remains a significant re-

search gap in identifying optimal materials and configurations 

that would promote efficiency while maintaining lightweight 

properties. Furthermore, the sector demands meticulous scrutiny 

in developing coating technologies that could potentially elimi-

nate point damages to the finished products. 

This research, initiated under the auspices of the “Path for 

Mazovia 2019” competition, ventured into this relatively un-

charted territory. Drawing upon the promising potential of com-

posite materials, this research sought to innovate composite pho-

tovoltaic elements that not only serve as renewable energy 

sources elements but also function as supporting structures with-

out the necessity of additional constructions on the roof, thereby 

aligning with the BIPV concept [5−7]. 

Much attention was paid to studies of new polymeric materi-

als encapsulating PV (photovoltaic) elements [8]. The current 

state-of-the-art knowledge of different types of composites, used 

for the PV cell enhancement was discussed in Ref. [9], with  

a special focus on two-dimensional (2D) materials.  

Here, the work embarked on an experimental approach 

wherein various resin/hardener compositions were fabricated, 

tested and compared including 6 types described in Refs. 

[10−14]. Through a series of visual and microscopic examina-

tions, this research endeavour aims to carve out new pathways 

into coating technologies that satisfy manufacturer requirements 

while averting potential damage points in the final product. 

The following characteristics of CPV samples are assessed 

according to the quality requirements laid down here: 

 delamination surface – requirement: less than 2% of the 

surface, delamination in the form of stratification be-

tween the layers (compact stains) and in the form of 

stratification between the resin and the fabric (cross-

crack mesh); 

 dimension of air bubbles – requirement: less than 0.1  mm. 

By weaving through these layered complexities and potential 

innovations, this study hopes to steer the global community a step 

closer to realizing a sustainable energy future with an integrated, 

efficient and adaptable photovoltaic solution. 

2. Materials and methods 

During the tests described in [10−14], 6 types of CPV samples 

with dimensions of 380 mm × 190 mm and of the same structure 

(Table 1) were produced; they differ in resins and hardeners used. 

Two cells measuring 156 mm × 156 mm were placed in the sam-

ples, see Fig. 1. The specification of the resins with dedicated 

hardeners is shown in Table 2. The samples were described by 

the composition of the resin/hardener as shown in Table 3. Vis-

ual and microscopic examinations were carried out on 3 samples 

in the initial state and 9 samples  after  accelerated  aging  in  the 

climatic chamber. 

Tests in the thermoclimatic chamber were carried out in ac-

cordance with the IEC 61215:2005 standard (Fig. 2). The pur-

pose of this test was to determine the resistance of the photovol-

taic module to the effects (material fatigue, temperature stress, 

etc.) of rapid temperature changes from 85°C down to 40°C. 

These tests stress the photovoltaic module, as a result of which, 

the different thermal expansion coefficients of the photovoltaic 

module parts reveal hidden defects such as poor soldering, 

cracked cells, delamination, efficiency reduction and insulation 

resistance, etc.).  

Table 1. Structure of CPV samples for quality testing. 

Layer  
subgroup 

Layer 
number 

Layer 
marking 

Fibre 
direction 

Total 
thickness 

Top layers 

7 Resin 0/90 

2.1 mm 

6 
GFRP 
TKAN. 

163 
− 

Cell 

5 
2 layers of 
EVA* film 

− 

4 
2 layers of 
EVA film 

− 

3 
2 layers of 
EVA film 

− 

Bottom 
layers 

2 
Resin and 
black pig-

ment 
− 

1 
GFRP 
TKAN. 

390 
0/90 

*EVA – ethylene vinyl acetate. 

 

Fig. 1. Outer surface of the sample LG 385_HG 512_1. 
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3. Results and discussion  

The results of the visual and microscopic examinations of the 

samples are described in Table 4 and selected examples are 

shown in Figs. 1 and 3. Technological and operating defects re-

sulting from accelerated aging in the climatic chamber were ob-

served. 

Technical faults: 

 small air bubbles of diameter less than 0.1 mm on 

all analysed samples (Figs. 1 and 3); 

 air bubbles with dimensions from 0.2 mm to 0.5 mm 

on test samples: LG 285_HG 287_1, LG 120_HG 

356_1, LG 900VV_HG 120_1, LG 285_HG 

512_2, LG 285_HG 287_2, LG 120_HG 356_2 

(Fig.  3), LG 385_HG 512_2. 

Operating faults (after ageing): 

 white structure of delamination between glass fabric 

and resin seen on samples: LG 285_HG 287_1, LG 

120_HG 356_1, LG 285_HG 512_2, LG 900UV_ 

HG 120_2, LG 385_HG 512_2 (see left top in Fig. 

3); 

 white dots on the sample LG 120_HG 356_2 (see 

bottom of Fig. 3); 

 extensive white fields covering most of the surface 

of the top layer resulting from the degradation of the 

resin during aging (see right top in Fig. 3). 

 Efficiency testing of the manufactured composite modules 

indicates that small air inclusions with a diameter below 0.1 mm 

are acceptable. Larger inclusions cause delamination and ulti-

mately degradation and rapid destruction of the module. Air in-

clusions have also a strong impact on the mechanical strength 

of the composite, causing the formation and propagation of mi-

cro-cracks. This leads to mechanical damage to the CPV mod-

ule. Table 5 summarizes the characteristics examined and com-

pares them with the required quality criteria. 

Performed studies have shown that defects in the form of 

delamination are formed only after the aging process – see  

Figs. 1 and 3. No delamination was observed in the initial sam-

ples immediately after the production process. In most test sam-

ples, delamination after aging takes various forms, such as 

Table 2. Experimental conditions. 

No. Resin Hardener 
Resin/ 

hardener  
proportion 

Heating 
time (h) 

 (°C) 

1 LG 285 H 512 100 : 40 2 120 

2 LG 285 HG 287 100 : 40 2 120 

3 LG 120 HG 356 100 : 35 2 120 

4 LG 900UV HG 120 100 : 25 6 115 

5 LG 385 H 512 100 : 23 2 120 

6 LG 385 HG 387 100 : 40 2 120 

 

Table 3. CPV samples descriptions.  

Serial no.  Sample determination CPV Condition  

1 LG 285_H 512_1 after aging  

2 LG 285_HG 287_1 after aging 

3 LG 120_HG 356_1 after aging  

4 LG 900UV_HG 120_1 after aging  

5 LG 385_H 512_1 after aging  

6 LG 385_HG 387_1 initial 

7 LG 285_H 512_2 after aging  

8 LG 285_HG 287_2 initial  

9 LG 120_HG 356_2 after aging  

10 LG 900VV_HG 120_2 after aging  

11 LG 385_H 512_2 after aging  

12 LG 385_HG 387_2 initial  

 

 

Fig. 2. Outer surface of the sample LG 385_HG 512_1. 

 

Fig. 3. Outer surface of the sample LG 120_HG 356_2 after aging. 
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Table 4. The results of visual and microscopic examinations of CPV samples.  

Sample Examined 
feature 

Description 
Sample 

condition 
Sample 

Examined 
feature 

Description 
Sample 

condition 

LG
 2

85
_H

 5
1

2_
1 Delamination 

Extensive whiteness covering 
most of the outer surface of the 
upper layer. White cross-mesh 
indications of trace delamina-
tion between the fabric and the 
top layer resin covering most of 
the surface of the top layer. 

After 
aging 

LG
 2

85
_H

 5
1

2_
2 Delamination 

Extensive whiteness covering 
most of the outer surface of the 
upper layer. White cross-mesh 
indications of trace delamina-
tion between the fabric and the 
top layer resin covering most of 
the surface of the top layer. 

After 
aging 

Air bubbles 
Small air bubbles of less than 
0.1 mm. 

Air bubbles 

Small air bubbles of less than 
0.1 mm in size. Air bubbles with 
a dimension between 0.2 and 
0.5 mm in size located in. 

Other Colouring resin in yellow. Other Colouring resin in yellow. 

LG
 2

85
_H

G
 2

87
_1

 

Delamination 

White cross-mesh indications 
of trace delamination between 
the fabric and the top layer 
resin covering most of the sur-
face of the top layer. After 

aging 

LG
 2

85
_H

G
 2

87
_2

 

Delamination Absence 

Initial 

Air bubbles 

Small air bubbles with a dimen-
sion of less than 0.1 mm. Air 
bubbles with a dimension be-
tween 0.2 and 0.5 mm. 

Air bubbles 

Small air bubbles with a dimen-
sion of less than 0.1 mm. Air 
bubbles with a dimension be-
tween 0.2 and 0.5 mm 

Other Colouring resin in yellow. Other Colouring resin in green. 

LG
 1

20
_H

G
 3

56
_1

 Delamination 

White cross-mesh indications 
of trace delamination between 
the fabric and the top layer 
resin. 

After 
aging 

LG
 1

20
_H

G
 3

56
_2

 (
Fi

g.
 2

) 

Delamination 

White indications of trace de-
lamination at short sections of 
the upper edge of the glass fab-
ric, located on a significant sur-
face of the top layer. 

After 
aging 

Air bubbles 

Small air bubbles with a dimen-
sion of less than 0.1 mm. Air 
bubbles with a dimension be-
tween 0.2 and 0.5 mm, located 
in small areas of the top layer. 

Air bubbles 
Small air bubbles of less than 
0.1 mm. 

Other Colouring resin in yellow. Other 
Colouring resin in yellow. Flak-
ing on the outer surface. 

LG
 9

00
V

V
_H

G
 1

20
_1

 

Delamination Absence 

After 
aging 

LG
 9

00
V

V
_H

G
 1

20
_2

 

Delamination 

White indications of trace de-
lamination at short sections of 
the upper edge of the glass fab-
ric, located on a significant sur-
face of the top layer. 

After 
aging 

Air bubbles 

Small air bubbles with a dimen-
sion of less than 0.1 mm. Air 
bubbles with a dimension be-
tween 0.2 and 0.5 mm, located 
in small areas of the top layer. 

Air bubbles 

Small air bubbles with a dimen-
sion of less than 0.1 mm. Air 
bubbles with a dimension be-
tween 0.2 and 0.5 mm. 

Other Colouring resin in yellow. Other Colouring resin in yellow. 

LG
 3

85
_H

 5
1

2_
1 

(F
ig

. 1
) 

Delamination Absence 

After 
aging 

LG
 3

85
_H

 5
1

2_
2 Delamination 

White cross-mesh indications 
of trace delamination between 
the fabric and the top layer 
resin covering most of the sur-
face of the top layer. After 

aging 

Air bubbles 
Small air bubbles of less than 
0.1 mm. 

Air bubbles 

Small air bubbles with a dimen-
sion of less than 0.1 mm. Air 
bubbles with a dimension be-
tween 0.2 and 0.5 mm. 

Other Colouring resin in yellow. Other Colouring resin in yellow. 

LL
G

 3
8

5_
H

G
 3

87
_1

 

Delamination Absence 

Initial 

LL
G

 3
8

5_
H

G
 3

87
_2

 

Delamination 

Short cracks in one direction 
along the fibre of the glass fab-
ric, which are a trace of delami-
nation of the individual fibres of 
the outer fabric of the glass, 
covering most of the outer sur-
face. 

Initial 

Air bubbles 
Small air bubbles of less than 
0.1  mm. 

Air bubbles 
Small air bubbles of less than 
0.1 mm. 

Other Colouring resin in green. Other Colouring resin in green. 
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dense bleaching (delamination between layers) and gradual fad-

ing. This ultimately leads to damage to the element at a level 

that prevents its further use. 

Studies have shown that the size of the air bubbles can be di-

vided into two ranges: 1) below 0.1 mm (evenly distributed over 

the surface of the sample): and 2) from 0.2 to 0.5 mm (locally 

distributed). 

Two test samples based on LG 385 resin (LG 385_H 512_1 

and LG 385_HG 387_1) met the quality requirements both in 

terms of the allowable delamination surface and the allowable 

size of air bubbles. These criteria are also met by samples based 

on crystalline resin, which were used in other tests as part of the 

first stage of the investigations. 

Samples that meet the requirements have inclusions, but 

their number and size do not affect the efficiency and durability 

of the PV module. 

The following conclusions can be drawn from the studies: 

 Air bubbles above 0.1 mm in size can be prevented 

or significantly reduced when the established tech-

nological regime is kept during production. 

 The selection of the appropriate resin and hardener 

as well as the appropriate preparation of PV panels 

will reduce the formation of delamination during op-

eration. 

 Moving forward, the results from the current study propose 

a promising solution for further research. Here, we have iden-

tified that adherence to established technological regimes can 

effectively reduce or even eliminate the formation of air bub-

bles that exceed 0.1 mm. This insight necessitates a detailed 

exploration into optimizing the technological regimes to fur-

ther enhance the efficiency and longevity of CPV modules. 

Moreover, a meticulous selection and preparation of resins, 

hardeners and PV panels could substantially mitigate the for-

mation of delaminations during operation, indicating a vital 

area where future research could be channelized. 

Furthermore, future research should aim at: 

 developing a deeper understanding of the aging pro-

cess and its influence on delamination, possibly steer-

ing towards the innovation of aging-resistant materi-

als and technologies; 

 exploring new composite materials that potentially 

could offer better resilience against the formation of 

air inclusions and delaminations; 

 designing real-time monitoring systems to detect and 

address defects at early stages, preventing rapid deg-

radation and promoting the longevity of the modules; 

 collaborating with industry to facilitate the transition 

from research to real-world applications, ensuring 

that the advancements made in the labs can signifi-

cantly impact the global movement towards sustaina-

ble energy. 

The study presents a significant step towards optimizing the 

production and efficiency of composite photovoltaic modules. 

By leveraging the insights gained from this research, there exists 

a potential pathway to revolutionize the renewable energy sector 

with lightweight, efficient and durable photovoltaic solutions. 

As we forge ahead, continuous exploration and innovation in 

material science and technology regimes stand pivotal in steer-

ing the global community towards a sustainable energy future. 

6. Conclusions  

Qualitative research of aging of PV modules indicated that de-

fects in the form of delamination arise only after the aging pro-

cess. Delamination was not observed in the baseline samples, im-

mediately after the manufacturing process. Delamination after 

aging in most test samples takes various forms such as compact 

bleaching (stratification between layers) and bleaching in the 

form. 

Studies have shown that the size of air bubbles can be di-

vided into two ranges: 1) below 0.1 mm (evenly distributed over 

the sample surface) and 2) from 0.2 to 05 mm (locally distrib-

uted). Air bubbles above 0.1 mm can be reduced or removed 

Table 5. Characteristics of the tested CPV samples – fulfilment of the 

design requirements. 

Sample  
Examined 

feature 
Measured 

value 
Limit 
value 

Is condi-
tion met? 

LG 285_H 
512_1 

Delamina-
tion 

~ 60% 
< 2% total 

surface 
NO 

Air bubbles 
up to 

0.5  mm 
< 0.1 mm NO 

LG  285_HG 
287_1 

Delamina-
tion 

~ 50% 
< 2% total 

surface 
NO 

Air bubbles 
up to 

0.5  mm 
< 0.1 mm NO 

LG 120_HG 
356_1 

Delamina-
tion 

~ 60% 
< 2% total 

surface 
NO 

Air bubbles 
up to 

0.5  mm 
< 0.1 mm NO 

LG  900UV_
HG 120_1 

Delamina-
tion 

< 2% 
< 2% total 

surface 
YES 

Air bubbles 
up to 

0.5  mm 
< 0.1 mm NO 

LG 385_H 
512_1  
(Fig. 1) 

Delamina-
tion 

< 2% 
< 2% total 

surface 
YES 

Air bubbles < 0.1 mm < 0.1 mm YES 

LG 385_HG 
387_1 

Delamina-
tion 

< 2% 
< 2% total 

surface 
YES 

Air bubbles < 0.1 mm < 0.1 mm YES 

LG 285_H 
512_2 

Delamina-
tion 

~ 70% 
< 2% total 

surface 
NO 

Air bubbles 
up to 

0.5  mm 
< 0.1 mm NO 

LG 285_HG 
287_2 

Delamina-
tion 

< 2% 
< 2% total 

surface 
YES 

Air bubbles 
up to 

0.5  mm 
< 0.1 mm NO 

LG 120_HG 
356_2  
(Fig. 2) 

Delamina-
tion 

~ 100% 
< 2% total 

surface 
NO 

Air bubbles 
up to 

0.5  mm 
< 0.1 mm NO 

LG 900VV_ 
HG 120_2 

Delamina-
tion 

~60% 
< 2%total 

surface 
NO 

Air bubbles < 0.1 mm < 0.1 mm YES 

LG 385_H 
512_2 

Delamina-
tion 

~ 60% 
< 2%total 

surface 
NO 

Air bubbles < 0.1 mm < 0.1 mm YES 

LLG 385_ 
HG 387_2 

Delamina-
tion 

~ 60% 
< 2% total 

surface 
NO 

Air bubbles < 0.1 mm < 0.1 mm YES 
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completely as a result of strict compliance with the established 

technological regime. 

Choosing the right resin and hardener and proper preparation 

of the PV panels will allow us to reduce the formation of delam-

ination during operation. Two LG 385 resin-based test samples 

met the quality requirements both in terms of the permissible 

delamination surface and the acceptable size of air bubbles. 

These criteria are also met by samples based on crystalline resin 

which were tested in previous studies. 

Further work related to BIPV is planned as part of the coop-

eration between ElectroTile Sp. z o.o. and IMP PAN/KEZO Re-

search Centre. A newly conducted research project focuses on 

the implementation of new PV products into series production. 
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1. Introduction 

The study of mass and heat transmission with various physical 

factors has attracted more attention in recent years as it occurs 

in a wide range of industries, including food processing, lubri-

cant systems, hydrodynamic machinery, chemical processing 

equipment, and polymer processing. The impact of extrusion 

and squeezing factors on the rate of heat conduction of the com-

pressed viscous fluid between two parallel plates was reported 

by Duwairi et al. [1]. They found that increasing the squeezing 

parameter caused the local coefficient of friction to reduce and  

the rate of heat conduction to increase, whereas increasing the 

extrusion parameter caused the rate of heat transfer to decline 

and the skin friction coefficient to increase. 

In the study conducted by Kai-Long Hsiao [2], the focus was 

on the incompressible mixed convection 2D flow of a Maxwell 

fluid over an extending surface. The author specifically investi-

gated the physical properties of energy conversion, conjugate 

mass transfer and heat transfer, considering radiative thermal ef-

fects. Ahmadi et al. [3] studied the unsteady flow of nanofluids 

and the transfer of heat by a uniformly moving disc. Given that 

the unstable parameter is a key  component  of  the  velocity  pro- 
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Abstract 

This paper investigates the effects of an inclined magnetic field on heat and mass transfer in turbulent squeeze flow of a visco-
elastic fluid with an upper-convected Maxwell model. Squeezing flow is an important phenomenon in various industrial and 
mechanical processes related to flows between parallel surfaces. Mathematical modelling for the law of conservation of mass, 
momentum, heat and concentration of nanoparticles is executed. The study employs a system of partial differential equations 
to describe the flow issue. Governing nonlinear partial equations are reduced into nonlinear ordinary differential equations. 
The modelled equations are then solved numerically by utilizing the efficient Adams-Moulton method of the fourth order based 
on the shooting technique using the Fortran programming language. Numerical results are compared with another numerical 
approach and an excellent agreement is observed. The effects of various factors on the non-dimensional velocity, temperature, 
and concentration patterns are presented using graphs, while tables are used to assess the numerical values of the skin friction, 
Nusselt and Sherwood numbers. It is found that the temperature profile decreases as the compression parameter increases but 
increases with an increase in the Eckert number. The results of this study could be useful in designing heat and mass transfer 
equipment for applications in viscoelastic fluid flows under an inclined magnetic field. 

Keywords: Magnetic field; Upper-convected Maxwell (UCM) fluid; Chemical reaction parameter; Viscous dissipation; 

Squeezing parameter; Adams-Moulton method 
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Nomenclature 

Bm ‒ magnetic flux density, A/m 

C ‒ concentration, mol/m3 

Cf ‒ skin friction coefficient  

D ‒ diffusion coefficient, m2/s 

Ec ‒ Eckert number 

f, f’‒ dimensionless velocity components 

k – thermal conductivity, W/(m K) 

K1 ‒ rate of reaction, 1/s 

Nu ‒ Nusselt number 

p ‒ pressure, Pa 

Pr ‒ Prandtl number 

S ‒ squeezing number 

Sc ‒ Schmidt number 

Sh ‒ Sherwood number 

T ‒ temperature of the fluid, K 

TH ‒ temperature of the upper wall, K 

u ‒ velocity in x direction, m/s  

v ‒ velocity in y direction, m/s  

x, y ‒ Cartesian coordinates, m  

 

 

Greek symbols 

  – thermal diffusivity, m2/s 

  – chemical reaction parameter 

  dimensionless coordinate 

  – dimensionless temperature 

r  – viscoelastic parameter 

 – kinematic viscosity, m2/s 

  – dynamic viscosity, Pa s 

  – fluid density, kg/m3  

  – electrical conductivity, S/m 

  – dimensionless concentration 

  – inclination angle, rad 

 

Abbreviations and Acronyms 

ADM – Adomian decomposition method 

BCs – boundary conditions 

HAM – homotopy analysis method 

IVP – initial value problem 

MHD – magnetohydrodynamics 

ODEs– ordinary differential equations 

PDEs – partial differential equations 

UCM – upper-convected Maxwell

file, it has been suggested that raising this parameter will im-

prove the velocity profile. In addition to the magnetic effect and 

chemical reaction, Afify [4] addressed the mass transfer in a 

convective, incompressible and electrically conducting move-

ment of viscous fluid in the direction of expanding surfaces. Ac-

cording to this research, as the magnetic component is increased, 

the friction coefficient rises while the Nusselt and Sherwood 

numbers fall. 

A substance droplet's mobility can be explained by the sque-

eze-flow process. Squeezing flow has many uses in industry and 

sciences, including rheological testing, connecting composite 

materials, hot plate welding, etc. In the presence of slip impact, 

Bhatta et al. [5] noticed the unsteady compression of water-

based nanofluid flow between two plates held parallel to one an-

other. It was found that a rise in the Lewis number caused a fall 

in the proportion of nanoparticles. Adesanyao et al. [6] con-

ducted a study on the unsteady MHD compressing Eyring-Pow-

ell fluid flow over an infinite channel. Their findings indicated 

that with an increase in the chemical reaction parameter, the con-

centration profile decreases. The researchers came to the addi-

tional conclusion that while the rate of heat transmission de-

clines with heat absorption and compressed channel walls, it in-

creases with the expansion of thermal radiation, channel walls, 

and internal heat production parameters. Farooq et al. [7] de-

scribed the effect of melting heat transfer in the compressing 

flow of nanofluid over a Darcy porous medium. They discov-

ered that for the prevalent thermophoresis parameter values, the 

temperature distribution rises. 

Hayat et al. [8] conducted a study on the flow of an incom-

pressible micropolar fluid confined between two parallel plates, 

considering the magnetic effect. Mahmood et al. [9], on the other 

hand, investigated the heat transfer and flow characteristics over 

a sensor surface submerged in a squeezed channel. Their find-

ings revealed that increasing suction through the sensor surface 

leads to an increase in heat transfer and skin friction coefficient. 

Conversely, an increase in injection has the opposite effect, de-

creasing the skin friction and heat transfer coefficient. Mohyud-

Din et al. [10] examined the MHD flow of a squeezing fluid be-

tween two plates held parallel to one another, one of which is 

impervious and the other porous. Ojjela et al. [11] provided an 

explanation of the entropy production caused by the influence 

of a magnetic field on an unsteady incompressible 2D squeezing 

flow and the mass transfer of Casson fluid between two plates 

kept parallel to one another. They used the Prandtl and Hart-

mann numbers to evaluate whether the fluid's temperature was 

raised, and its content was reduced. 

Sheikholeslami et al. [12] utilized the Adomian decomposi-

tion technique (ADM) to determine the analytical solution for 

the unsteady flow of nanofluid compressed between two parallel 

sheets. It was determined that the Nusselt number and nanopar-

ticle volume fraction have a straight relationship; otherwise, 

when the two plates travel together, they have an opposite rela-

tionship with the squeezing number. Saltwater, liquid metals, 

electrolytes and plasmas are a few examples of electrically con-

ducting fluids that are studied in magnetohydrodynamics for 

their magnetic characteristics and activity. According to Gholi-

nia et al. [13], who examined the effects of various physical fac-

tors on Eyring-Powell fluid, including slip flow, magnetic fields, 

and homogeneous and heterogeneous processes brought on by 

spinning discs, the temperature profile decreases as the pressure 

increases. A 2D second-degree fluid flow between two parallel 

plates that was unsteady was noticed by Hayat et al. [14] to be 

affected by magnetism. 

Jha and Aina [15] computed an approximate solution for an 

incompressible, viscous, electrically conducting fluid in a verti-

cal microporous channel created by electrically non-conducting 

vertical slabs held parallel to one another in the presence of in-

duced magnetic effects. They observed that the suction or injec-

tion measure increases fluid velocity and slip velocity. Addition-

ally, it was found that as the magnetic component and Hartmann 
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number rise, the volume flow rate decreases. 

In addition to the magnetic effect, Khan et al. [16] looked at 

the heat transmission in the nanofluid flow between two plates 

that were kept parallel to one another. They observed that the 

form component has no impact on the fluid velocity. Addition-

ally, it was found that nanoparticles with a greater shape factor 

would raise temperatures and slow down heat transmission. 

With the aid of volume portions of nanoparticles, radiation, 

chemical processes and viscous dispersion, Mabood et al. [17] 

provided the computational solution of stagnation point flow of 

MHD nanofluid based on water (Cu and Al2O3) over a porous 

surface. The homotopy perturbation technique was used by Sid-

diqui et al. [18] to calculate the solution for an unsteady 2D 

squeezing fluid flow of MHD between two parallel plates. They 

observed that for both a constant value and for various values of 

the magnetic parameter, the velocity curve increases monoton-

ically. 

According to slip conditions at the boundaries, Abbasi et al. 

[19] showed the MHD flow of UCM fluid over a porous mate-

rial. They discovered a correlation between a decline in the ve-

locity curve and a rise in the Hartmann number. A two-dimen-

sional, incompressible, constant flow through a porous surface 

conduit was studied by Choi et al. [20] to determine how inertia 

and viscoelasticity interacted. The 2D boundary layer of UCM 

fluid over a porous conduit with chemical processes was studied 

by Hayat and Abbas [21]. They came to the conclusion that the 

motion behaves differently for rising Reynolds number values 

in viscoelastic fluid. The similarity solutions for the unstable 

boundary layer flow and heat transfer in a Maxwell fluid flowing 

over a permeable stretching sheet in the presence of a heat 

source or sink were examined by Mukhopadhyay and Vajravelu 

[22]. For the rising levels of the Maxwell fluid and magnetic 

field, they observed a decrease in the velocity field. 

Prasad et al. [23] conducted a study on the effects of thermal 

conductivity, internal heat source and heat sink on the MHD 

flow and heat transfer in the stretching surface of UCM fluid. 

The findings revealed that, when temperature-dependent ther-

mo-physical properties were considered, increasing the mag-

netic parameter and Maxwell parameter led to a reduction in the 

velocity profile within the boundary layer. Additionally, they 

observed that thermal conduction and the presence of a heat 

source/sink raised the temperature in the flow region. In another 

study, Sadeghy et al. [24] investigated the flow of upper convec-

tive Maxwell fluid past a rigid plate in continuous motion. Sev-

eral authors [25–33] have solved many problems under general-

ized thermal theories. Zeeshan et al. [34], Elgazery et al. [35] 

and Bhatti et al. [36] have presented the solutions to some prob-

lems under various boundary conditions in porous mediums. 

To the best of the Authors’ knowledge, no information is 

available on the effects of an inclined magnetic field on heat and 

mass transfer in the turbulent squeeze flow of a viscoelastic fluid 

with an upper-convected Maxwell model. The present work 

aims to fill the gap in the existing literature. Therefore, in the 

present paper, we consider an inclined magnetic field and UCM 

squeezing flow of viscous fluid between parallel plates. We shall 

apply the shooting technique along with the Adams-Moulton 

method of fourth order to solve the similarity equations obtained 

from the governing boundary layer equations with the help of 

similarity transformation. The structure of the present paper is 

as follows. The problem is formulated in Section Two. The nu-

merical solution for both fluid and temperature fields are pre-

sented in Section Three. Section Four contains results and dis-

cussions. The concluding remarks are eventually given in Sec-

tion Five. 

2. Materials and methods  

An incompressible, 2-D unsteady UCM fluid flow, which is 

squeezed between two plates held parallel to each other (Fig. 1), 

along with the inclined magnetic field effect, has been consid-

ered. 

 

 

 

 

 

 

 

 

 

 

 

 

 

The spacing between the plates is y = l(1 – αt)1/2 = h(t). For 

α > 0, the two plates are squeezed until they touch t = 1/α and 

for α < 0, the two plates are separated. Due to the viscous dissi-

pation effect, the generation of heat due to friction caused by 

shear in the flow is retained. This effect is quite important in the 

case when the fluid is largely viscous or flowing at a high speed. 

This behaviour occurs at a high Eckert number. Mass transfer 

with a chemical reaction rate is accounted for. Moreover, the 

flow is considered symmetric. The continuity, momentum, en-

ergy and mass transfer in view of all these assumptions and ap-

proximations are given below [37]: 
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Fig. 1. Physical model of the problem. 
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The boundary conditions for the above modelled problem 

are [37]: 

 

𝑦 = ℎ(𝑡):   𝑢 = 0, 𝑣 = 𝑣𝑤 =
𝑑ℎ

𝑑𝑡
,

                𝑇 = 𝑇𝐻 ,   𝐶 = 𝐶𝐻 ,

𝑦 = 0:   𝑢 =
𝜕𝑢

𝜕𝑦
=

𝜕𝑇

𝜕𝑦
=

𝜕𝐶

𝜕𝑦
= 0. }

 

 
 (6) 

Here, ρ is the fluid density, u and v are the velocities in the  

x and y directions, respectively, T denotes the temperature,  

C represents the concentration, p denotes the pressure, ν repre-

sents the kinematic viscosity, Cp is the specific heat, D denotes 

the coefficient of diffusion, and 𝐵𝑚(𝑡) =
𝐵0

(1−𝛼𝑡)
, 𝐾1(𝑡) =

𝑘1

(1−𝛼𝑡)
 

(see [25]) define the magnetic field and rate of reaction, which 

depend both on time. 

A set of the following transformations is formed for the ve-

locity components u and v, temperature T, concentration C and 

similarity variable η as [37]: 
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𝐶
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,       𝜂 =

𝑦

[𝑙(1−𝛼𝑡)
1
2]

,

}
 
 

 
 

 (7) 

where the unknown function f(η) represents the axial velocity 

component, θ(η) represents the temperature function and ϕ(η) is 

the concentration distribution. The new variables in Eq. (7) are 

submitted to the governing PDEs (1)–(5), and we get the follow-

ing system of ODEs: 

 

𝑓(𝑖𝑣)(𝜂) −
𝑆(
3𝑓"(𝜂)+𝜂𝑓′"(𝜂)+𝑓′(𝜂)𝑓"(𝜂)

−𝑓(𝜂)𝑓′"(𝜂)
)

[1+𝑆𝜆𝑟(𝑓(𝜂))
2
]

+

−
𝑀2 sin(𝜔)(𝑓"(𝜂) sin(𝜔)+2𝛿 cos(𝜔))

[1+𝑆𝜆𝑟(𝑓(𝜂))
2
]

+

−
2𝑆𝜆𝑟[𝑓(𝜂)(𝑓

"(𝜂))
2
+(𝑓′(𝜂))

2
𝑓"(𝜂)]

[1+𝑆𝜆𝑟(𝑓(𝜂))
2
]

= 0
}
 
 
 

 
 
 

, (8) 

 𝜃"(𝜂) + Pr [𝑆(𝑓(𝜂)𝜃′(𝜂) − 𝜂𝜃′(𝜂)) +  

          +Ec(𝑓′(𝜂))
2
+ Ec(𝑥) (𝑓"(𝜂))

2

] = 0, (9) 

 𝜙"(𝜂) + Sc[(𝑓(𝜂)𝜙′(𝜂) − 𝜂𝜙′(𝜂)) − 𝛾𝜙(𝜂)] = 0. (10) 

The dimensionless boundary conditions are as follows: 

 
𝑓(0) = 0,      𝑓"(0) = 1,      𝜃′(0) = 0,      𝜙′(0) = 0,

𝑓(1) = 1,      𝑓′(1) = 0,      𝜃(1) = 𝜙(1) = 1,
} (11) 

where S is the squeeze number, Pr is the Prandtl number, Ec is 

the Eckert number, Sc is the Schmidt number, γ is the chemical 

reaction parameter, M is the magnetic parameter, λr is the visco-

elastic parameter, Ec(x) is the local Eckert number, The various 

parameters utilized in the aforementioned equations can be ex-

pressed as follows: 

 

𝑆 =
𝛼𝑙2

2𝜈
,     Pr =

𝜇𝐶𝑝

𝑘
,     Ec =

𝛼2𝑙2

𝑇𝐻𝐶𝑝(1−𝛼𝑡)
,     Sc =

𝜈

𝐷
,

𝛾 =
𝑘1𝑙

2

𝜈
,     𝑀2 =

𝜎𝐵0
2𝑙2

𝜌𝜈
,      𝜆𝑟 =

𝛼𝛽

2(1−𝛼𝑡)
,

Ec(𝑥) =
𝛼2𝑥2

4𝐶𝑝𝑇𝐻(1−𝛼𝑡)
2 . }

 
 

 
 

 (12) 

It is important to note that the squeeze number S describes 

the movement of the plate ( 0S   corresponds to the plates mov-

ing apart, while 0S   corresponds to the plates moving toge-

ther) and Ec = 0 corresponds to the case when the viscous dissi-

pation effect is absent, γ > 0 represents the destructive chemical 

reaction and γ < 0 represents the generative chemical reaction. 

Expressions for the skin friction coefficient, local Nusselt 

number and local Sherwood number are as below [26]: 

 

𝐶𝑓 =
𝜇(
𝜕𝑢

𝜕𝑦
)|
𝑦=ℎ(𝑡)

𝜌𝑣𝑤
2   ⇒   

𝑙2

𝑥2
(1 − 𝛼𝑡)Re𝑥𝐶𝑓 = 𝑓

"(1),

Nu =
−𝑙𝑘(

𝜕𝑇

𝜕𝑦
)|
𝑦=ℎ(𝑡)

𝑘𝑇𝐻
  ⇒   √(1 − 𝛼𝑡)Nu = −𝜃′(1),

Sh =
−𝑙𝐷(

𝜕𝐶

𝜕𝑦
)|
𝑦=ℎ(𝑡)

𝐷𝐶𝐻
  ⇒   √(1 − 𝛼𝑡)Sh = −𝜙′(1).}

 
 
 

 
 
 

 (13) 

3. Solution methodology  

The system of ODEs (8)–(10) along with BCs (11) is solved nu-

merically by utilizing the shooting technique with the Adams-

Moulton method. A system of first order ODEs is required for 

the implementation of the shooting technique. The nonlinear dif-

ferential equations are first decomposed into a system of first 

order differential equations. For this purpose, we introduce the 

new variables: 

 𝑓 = 𝑦1,     𝑓
′ = 𝑦1

′ = 𝑦2,    𝑓
" = 𝑦1

" = 𝑦2
′ = 𝑦3,    𝑓

"′ = 𝑦4.  

By using the above notations in Eq. (8), the following system 

of ODEs is obtained: 

 𝑦1
′ = 𝑦2,       𝑦1(0) = 0,  

 𝑦2
′ = 𝑦3,       𝑦2(0) = 𝑟,  

 𝑦3
′ = 𝑦4,       𝑦3(0) = 0,  

 𝑦4
′ =

[

𝑆(𝜂𝑦4+3𝑦3+𝑦2𝑦3−𝑦1𝑦4)

+𝑀2 sin(𝜔)(sin(𝜔)𝑦3+2𝛿 cos(𝜔)𝑦2)

+2𝑆𝜆𝑟(𝑦2
2𝑦3+𝑦1𝑦3

2)

]

1+𝑆𝜆𝑟𝑦1
2 ,    𝑦4(0) = 𝑠.  

To solve the above initial value problem arising in the shoot-

ing technique, the Adams-Moulton method of the fourth order is 

used. Here the missing conditions r and S are to be determined 

so that: 

 𝑦1(𝜂∞, 𝑟, 𝑠)𝜂=1 − 1 = 0,  

(14) 

 𝑦2(𝜂∞, 𝑟, 𝑠)𝜂=1 = 0.  

To solve the above system of algebraic Eqs. (14), we use 

Newton's method which has the following iterative scheme: 
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 (𝑟
(𝑘+1)

𝑠(𝑘+1)
) = (𝑟

(𝑘)

𝑠(𝑘)
) − (

𝜕𝑦1

𝜕𝑟

𝜕𝑦2

𝜕𝑟
𝜕𝑦1

𝜕𝑠

𝜕𝑦2

𝜕𝑠

)

𝜂=1

−1

(
𝑦1(𝜂, 𝑟

(𝑘), 𝑠(𝑘)) − 1

𝑦2(𝜂, 𝑟
(𝑘), 𝑠(𝑘))

)

𝜂=1

.  

Here, k is the number of iterations (k = 0, 1, 2, 3, …). The miss-

ing initial conditions r and S are updated by using Newton's 

scheme. The iterative procedure is stopped when the following 

criterion is met: 

 max{|𝑟(𝑘+1) − 𝑟(𝑘)|, |𝑠(𝑘+1) − 𝑠(𝑘)|} <∈, (15) 

where ∈ denotes a small positive number. 

The step size is taken as Δη = 0.01. The process is repeated 

until we obtain the result correct up to the desired accuracy of 

10-7, which fulfils the convergence criterion. 

Now Eq. (15) will be treated similarly by considering f as 

a known function. For this, let us denote θ by y13 and θ ' = y '13 

by y14. 

By using the above notations in Eq. (15), we get the system 

of equations: 

𝑦13
′ = 𝑦14, 𝑦13(0) = 𝑚,  

𝑦14
′ = Pr𝑆(𝜂𝑦14 − 𝑦1𝑦14) − PrEc𝑦2

2 − PrEc(𝑥),    𝑦(0) = 0. 

The above initial value problem will be numerically solved 

by the fourth order Adams-Moulton method. In the above initial 

value problem, the missing condition m is to be chosen such that:  

 𝑦13(𝜂,𝑚)𝜂=1 − 1 = 0. (16) 

To solve the above algebraic Eq. (16), we use Newton's 

method which has the following iterative scheme: 

 𝑚(𝑘+1) = 𝑚(𝑘) − (
𝜕𝑦13

𝜕𝑚
)
−1

(𝑦13(𝜂,𝑚
(𝑘))

𝜂=1
− 1).  

To incorporate Newton's method, we further use the follow-

ing notations: 

 
𝜕𝑦13

𝜕𝑚
= 𝑦15 ,       

𝜕𝑦14

𝜕𝑚
= 𝑦16.  

As a result of these new notations, the Newton's iterative 

scheme gets form: 

 𝑚(𝑘+1) = 𝑚(𝑘) − (𝑦15(𝜂,𝑚
(𝑘))

𝜂=1
)
−1

(𝑦13(𝜂,𝑚
(𝑘))

𝜂=1
− 1).  

  (17) 

Here, k is the number of iterations (k = 0, 1, 2, 3, …). Now dif-

ferentiating the above system of two first order ODEs with re-

spect to m, we get another system of four ODEs. Writing all 

these four ODEs together, we have the following initial value 

problem (IVP): 

 𝑦13
′ = 𝑦14,        𝑦13(0) = 𝑚,  

 𝑦14
′ = Pr 𝑆 (𝜂𝑦14 − 𝑦1𝑦14) − PrEc𝑦2

2 − PrEc(𝑥)𝑦3
2,  

 𝑦14(0) = 0,  

 𝑦15
′ = 𝑦16,       𝑦15(0) = 1,  

 𝑦16
′ = Pr 𝑆 (𝜂𝑦16 − 𝑦1𝑦14),        𝑦16(0) = 0.  

The Adams-Moulton method of the fourth order has been 

used to solve the IVP consisting of the above four ODEs for 

some suitable choices of m. The missing condition m is updated 

by using Newton’s scheme (17). The iterative procedure is 

stopped when the following condition is met: 

|𝑚(𝑘+1) −𝑚(𝑘)| <∈,  

for an arbitrarily small positive value of ∈. Throughout this ar-

ticle ∈ has been taken as 10-8. 

In a similar manner, Eq. (10) can be treated numerically by 

the shooting techniques by considering f as a known function. 

4. Results and discussion 

This section examines how different physical factors affect the 

ranges of velocity, temperature, and concentration. It has been 

given and examined how the dimensionless mathematical model 

can be solved numerically. Mustafa et al. [37] used the HAM 

method for the numerical solution of the discussed model. In the 

present survey, the shooting method along with the Adams-

Moulton method has been opted for reproducing the solution. 

The present results will be compared with those of [37] for ver-

ification of the code. The impact of different parameters, e.g. 

squeezing parameter S, Pr, Sc, γ and Ec is observed graphically.  

Figures 2 and 3 show the impact of S on the dimensionless 

velocity profile. It can be noted that the fluid velocity reduces 

with the increasing values of the squeezing parameter. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Influence of S = −1.0, −0.5, 0.01, 1.0, 2.0 on f '(η) for  

Pr = M = Ec = Ec(x) = Sc = γ = 1, δ = λr = 0.2, ω = π/4. 

 

Fig. 3. Influence of S = −1.0, −0.5, 0.01, 1.0, 2.0 on f '(η) for  

Pr = M = Ec = Ec(x) = Sc = γ = 1, δ = λr = 0.2, ω = π/6. 
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Figures 4 and 5 present the impact of both the positive and 

negative squeezing parameters on the temperature distribution. 

Greater values of S give a noteworthy decrease in the tempera-

ture profile. Physically, an increase in S can be associated with 

a decrease in the kinematic viscosity, an increase in the distance 

between the plates and an increase in the speed at which the plate 

moves. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figures 6 and 7 show the impact of Pr on the field θ(η). The 

field θ(η) is rising due to the viscous dissipation effect. The 

Prandtl number Pr < 1 describes the liquid materials with a high 

thermal diffusivity but low viscosity, whereas the viscosity of 

liquid materials is high for the Prandtl number Pr > 1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figures 8 and 9 are delineated to show the impact of Ec on 

the temperature field θ(η). These figures describe that on the ris-

ing estimations of Ec, the temperature profile is also increased. 

Thus, the compactness of the thermal layer at the boundary is 

reduced by the increasing estimations of Pr and Ec.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10 presents the temperature distribution for different 

values of the magnetic parameter M.  

Figure 11 shows the behaviour of the temperature profile for 

the increasing values of the inclination angle ω of the applied 

 

Fig. 4. Influence of S = −1.0, −0.5, 0.01, 1.0, 2.0 on θ(η) for  

Pr = M = Ec = Ec(x) = 0.2, Sc = γ = 1, δ = λr = 0.2, ω = π/4. 

 

Fig. 5. Influence of S = −1.0, −0.5, 0.01, 1.0, 2.0 on θ(η) for  

Pr = M = Ec = Ec(x) = 0.2, Sc = γ = 1, δ = λr = 0.2, ω = π/6. 

 

Fig. 6. Influence of Pr = 0,7, 0.9, 1.2, 1,5 on θ(η) for  

S = M = Ec = Ec(x) =  Sc = γ = 1, δ = λr = 0.2, ω = π/4. 

 

Fig. 7. Influence of Pr = 0,7, 0.9, 1.2, 1,5 on θ(η) for  

S = M = Ec = Ec(x) =  Sc = γ = 1, δ = λr = 0.2, M = 3, ω = π/6. 

 

Fig. 8. Influence of Ec = 1.0, 1.5, 2.0, 2,5 on θ(η) for  

S = Pr = Ec(x) =  Sc = γ = 1, δ = λr = 0.2, M = 3, ω = π/4. 

 

Fig. 9. Influence of Ec = 1.0, 1.5, 2.0, 2,5 on θ(η) for  

S = Pr = Ec(x) =  Sc = γ = 1, δ = λr = 0.2, M = 3, ω = π/6. 
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magnetic field. So, the influence of the magnetic inclination an-

gle on the temperature profile of a fluid is similar to that of the 

magnetic parameter. Thus, in practical applications related to 

controlling the momentum and heat transfer of fluid in squeez-

ing flow, the effects produced by changing the magnetic field 

strength can also be approximately achieved through adjusting 

the inclination angle of the magnetic field.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figures 12 and 13 are to show the impact of S on the concen-

tration field ϕ. A similar trend is noticed for the concentration 

profile as for the case of temperature field.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The outcomes of Sc on the field ϕ are presented in Figs. 14 

and 15. It can be noted that the molecular diffusivity turns more 

fragile, and the boundary layer thickness ends up slenderer be-

cause of the gradual increase in Sc.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figures 16 and 17 delineate the impact of concentration 

fields. For γ > 0, the concentration field ϕ declines significantly, 

whereas an increase in the concentration profile ϕ is very much 

visible for γ < 0. Steeper curves are observed when larger esti-

mations of the reaction are accompanied by severe conditions, 

as shown in Figs. 16 and 17.  

 

Fig. 11. Influence of ω = 0, π/8, π/6, π/4, π/2 on θ(η) for  

S = Pr = Ec = Ec(x) =  Sc = γ = 1, δ = λr = 0.2, M = 3. 

 

Fig. 13. Influence of S = −1.5, −0.5, 0.01, 0.5, 1.5 on ϕ(η) for  

Pr = M = Ec = Ec(x) = 0.2, Sc = γ = 1, δ = λr = 0.2, ω = π/6. 

 

Fig. 14. Influence of Sc = 0.5, 0.7, 0.9, 1.2 on ϕ(η) for  

Pr = Ec = Ec(x) = γ = 1, δ = λr = 0.2, M = 3, ω = π/4. 

 

Fig. 10. Influence of M = 0, 1.0, 3.0, 5.0 on θ(η) for  

S = Pr = Ec = Ec(x) =  Sc = γ = 1, δ = λr = 0.2, M = 3, ω = π/4. 

 

Fig. 12. Influence of S = −1.5, −0.5, 0.01, 0.5, 1.5 on ϕ(η) for  

Pr = M = Ec = Ec(x) = 0.2, Sc = γ = 1, δ = λr = 0.2, ω = π/4. 

 

Fig. 15. Influence of Sc = 0.5, 0.7, 0.9, 1.2 on ϕ(η) for  

Pr = Ec = Ec(x) = γ = 1, δ = λr = 0.2, M = 3, ω = π/6. 
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The numerical results of the coefficient of skin friction, the 

Sherwood number and Nusselt number for the distinct values of 

squeezing parameter S with some fixed parameters are shown in 

Tables 1−3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5. Conclusions 

This article presents the simulation effects of heat and mass 

transfer on the UCM flow of a viscous fluid between parallel 

plates studied by considering the inclined magnetic field effect 

in the velocity equation. The set of nonlinear momentum, energy 

and concentration equations are transformed into the dimension-

less ODEs by an appropriate transformation. Numerical solu-

tions are obtained by using the shooting technique with the Ad-

ams-Moulton method. Our results are in excellent agreement 

with the existing numerical literature results. The influence of 

distinct physical parameters such as the Eckert number (Ec), 

Schmidt number (Sc), squeezing parameter (S), Prandtl number 

(Pr) and the chemical reaction parameter (γ) on the velocity pro-

file, temperature field and the concentration profile are elabo-

rated in the graphical and tabular form. The above-mentioned 

analysis of the UCM flow has led us to the following conclu-

sions: 

 A decrease in the temperature profile is noted with the in-

creasing values of the squeezing parameter; 

 It is observed that an increment in the temperature occurs 

with the increasing values of the Eckert number; 

 An increment in the Schmidt number is observed to de-

crease the concentration profile; 

 The temperature distribution decreases due to the boosting 

value of the magnetic parameter; 

 When the values of the chemical reaction parameter are in-

creased, the concentration profile decreases, whereas when 

the chemical reaction parameter is decreased, the concentra-

tion profile increases; 

 The problem can be extended by a stretching surface in dif-

ferent types of fluids for instance a Maxwell nanofluid; 

 The problem can be further extended for the cylindrical and 

rotating disk geometries. Some other parameters can also be 

included like porous media, yielding Soret and Dufour ef-

fects; 

 

Fig. 17. Influence of γ = −1.0, −0.5, 0.01, 1.0, 2.0 on ϕ(η) for  

Pr = Ec = Ec(x) = S = Sc = 1, δ = λr = 0.2, M = 3, ω = π/6. 

Table 2. Sherwood number for ω = π/4 rad, M = 3.0, λr = δ = 0.2.  

S Sc γ 

−ϕ'(1) 

Mustafa et al. 
[37] 

Present 

-1.0 1.0 1.0 0.800351 0.8002988 

-0.5   0.779759 0.7451639 

0.01   0.761250 0.7612504 

0.5   0.745138 0.7451639 

2.0   0.702388 0.7024820 

 

Table 1. Skin friction coefficient for different parameters.  

S M ω δ λr 

−f "(1) 

Mustafa et al. 
[37] 

Present 

-1.0 3.0 π/4 0.2 0.2 3.036639 3.037298 

-0.5     3.357444 3.357991 

0.01     3.612109 3.612580 

0.5     3.808987 3.809395 

2.0     4.232647 4.232942 

 

Table 3. Nusselt number for ω = π/4 rad, M = 3.0, λr = δ = 0.2. 

S Pr  Ec  Ec(x)  
−θ'(1) 

Mustafa et al. 
[37] 

Present 

-1.0 0.2 0.2 0.2 0.170218 0.1701446 

-0.5    0.168694 0.1686023 

0.01    0.168541 0.1684339 

0.5    0.169009 0.1688881 

2.0    0.171515 0.1713616 

2.0 0.4 0.2 0.2 0.339028 0.3387297 

 0.6   0.502699 0.5022627 

 0.8   0.662681 0.6621146 

2.0 0.2 0.4 0.2 0.215831 0.2156981 

  0.6  0.260147 0.2600345 

  0.8  0.304463 0.3043713 

0.2 0.2 0.2 0.4 0.298714 0.2983872 

   0.6 0.425913 0.4254117 

   0.8 0.553112 0.5524375 

 

 

Fig. 16. Influence of γ = −1.0, −0.5, 0.01, 1.0, 2.0 on ϕ(η) for  

Pr = Ec = Ec(x) = S = Sc = 1, δ = λr = 0.2, M = 3, ω = π/4. 
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 Different numerical techniques can be utilized to solve fluid 

flow problems. 
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1. Introduction 

Combined heat and mass transfer (HMT) plays a crucial role in 

various engineering applications. Recent research suggests that 

mass transfer (MT) can potentially reduce heat transfer (HT) in 

high-speed vehicles like aircraft and missiles, making it an at-

tractive area of exploration. Rotating flows are fundamental to 

numerous scientific and engineering fields. From designing jet 

engines, pumps and vacuum cleaners to understanding geophys-

ical phenomena, the analysis of rotating incompressible fluids 

holds significant importance. Its applications even extend to 

space science and engineering thermodynamics. 

This research builds upon existing studies such as Chamkha 

et al. [1] investigations of magnetohydrodynamic (MHD) flow 

with hall current, and Mohyud Din et al. [2] work on nanofluids 

using Buongiorno’s model. Both employed numerical methods 

for their analyses. Furthermore, Kataria and Patel’s [3] research 

explored the influence of oscillating plates in Casson fluid flow. 
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Abstract 

The aim of this research paper is to investigate the rotational flow of an unsteady magnetohydrodynamic heat and mass transfer 

flow due to convection over a vertical porous semi-infinite plate. The plate undergoes continuous circular motion, maintaining 

a constant velocity. To achieve this, we worked on both numerical methods and analytical techniques, particularly utilizing 

perturbation methods to solve the governing partial differential equations. Consequently, we derive an expression for the 

Nusselt and Sherwood numbers. We delve into the analysis of the velocity profile, temperature distribution, and concentration 

variation, exploring their behaviour under different physical parameters, including the magnetic field parameter, Grashof num-

ber, Soret number and Schmidt number, as well as the Prandtl number. Our findings reveal that the velocity increases with 

rising values of Grashof, modified Grashof and Soret numbers, whereas it decreases with declining values of the magnetic 

field parameter, Prandtl number and Schmidt number. Additionally, as rotation gradually intensifies, the fluid velocity closely 

follows the boundary and becomes negligible as it moves away from it. To facilitate a comprehensive examination of the fluid 

flow and heat and mass transfer characteristics, we employ graphical representations. Furthermore, this paper offers an in-

depth discussion of the underlying physical aspects and their implications. 
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Nomenclature 

A  ‒velocity ratio parameter 

B0 ‒ magnetic induction, T 

𝐶𝑝 ‒ specific heat, J/(kg K) 

Cw*‒ dimensional wall concentration, kg/m3 

C* ‒ dimensional concentration, kg/m3 

𝐶∞ ‒ ambient concentration, kg/m3 

DM ‒ coefficient of chemical molecular diffusivity, m2/s  

DT ‒ coefficient of thermal diffusivity, m2/s 

g ‒ gravitational acceleration, m/s2 

Gm ‒ modified Grashoff number 

Gr ‒ Grashoff number 

k ‒ thermal conductivity, W/(m K) 

K ‒ permeability, m2 

K* ‒ mean absorption coefficient, m-1  

M ‒ magnetic field parameter  

n* ‒ arbitrary constants 

N ‒ components of microrotation 

Nu ‒ Nusselt number 

Pr ‒ Prandtl number 

𝑞𝑟 ‒ radiative heat flux, W/m2 

𝑞𝑊 ‒ the rate of heat transfer, W/m2 

Q ‒ heat source, W/m3 

R ‒ thermal radiation, W/m2 

Rex ‒ local Reynold number 

Sc ‒ Schmidt number 

Sh ‒ Sherwood number 

So ‒ Soret number 

t ‒ time, s 

T* ‒ dimensional temperature, K 

Tw* ‒ dimensional wall temperature, K  

 

𝑇∞ ‒ ambient temperature, K 

𝑢, 𝑣 ‒ non-dimensional components of velocity 

𝑢∗, 𝑣∗ ‒ components of velocity, m/s 

𝑈0, 𝑉0‒ arbitrary constants, m/s 

𝑈∞   ‒ free stream velocity, m/s 

𝑥, 𝑦 ‒ Cartesian coordinates, m 

 

Greek symbols 

𝛽 ‒ coefficient of thermal expansion 

𝛽∗ ‒ coefficient of concentration expansion 

𝜀 ‒ factor of higher order 

𝜗 ‒ non-dimensional temperature 

 – dynamic viscosity, Pas  

ρ – density, kg/m3  

𝜌∞ ‒ ambient density, kg/m3 

𝜎 – electrical conductivity, S/m 

σ* ‒ Stefan-Boltzmann constant, W/(m2K4)  

𝜏 ‒ shear stress, Pa 

𝜐 ‒ kinematic viscosity, m2/s 

𝛺 – angular velocity, rad/s 

 

Abbreviations and Acronyms 

PDEs – partial differential equations 

HMT ‒ heat and mass transfer 

HT  ‒ heat transfer 

MHD – magnetohydrodynamic 

MT ‒ mass transfer 

 

Subscripts 

w ‒ condition at the surface 

∞ ‒ condition at the free stream 

 

 
The significance of MHD (magnetohydrodynamics) extends 

beyond theoretical aspects. Engineers utilize MHD principles in 

heat exchanger design, compressors and spacecraft power sys-

tems. Additionally, MHD finds application in separating molten 

materials and developing novel power generation methods. 

These diverse applications highlight the necessity of investigat-

ing problems involving MHD effects. 

Existing literature highlights the importance of studying ro-

tational and MHD effects in fluid flow. Several studies by Seth 

et al [4,5], Shevchuk [6], Takhar et al., [7], and Jha and Apere 

[8] have explored these areas in various contexts, including ro-

tating convective flow, MHD on rotating disks and MHD flow 

between parallel plates. MHD effects near porous media have 

also been investigated by Abdel Rahman [9], while research on 

unsteady rotating flows was carried out by Veera Krishna et al. 

[10], which provides insights into drag experiences in specific 

geometries. Ahmmed et al. [11] examined the MHD unsteady 

flow with a heat source engrossed in a porous medium. Seddeek 

[12] investigated MHD's unsteady thermal convective flow past 

a semi-infinite flat plate. Furthermore, the performance of a cen-

trifugal compressor fitted with a rotating tapered vaneless dif-

fuser was investigated by Niveditha and Prasad [13] using the 

numerical ANSYS CFX software. Combined effects of rotation 

and other factors were studied by Narayanan et al. [14] and 

Rudziva et al. [15]. 

Motivated by the gap in  Ahmmed  et  al.’s  work [11]  which  

lacked a combined analysis of MHD unsteady convection, 

HMT, and a porous medium, this study aims at: investigating 

MHD unsteady convective HMT flow past a vertical porous 

plate, employing both numerical (MATLAB) and analytical 

(perturbation technique) methods to solve the governing equa-

tions; obtaining expressions for the Nusselt and Sherwood num-

bers; analyzing the characteristics of fluid flow, HMT; and dis-

cussing the physical implications through the use of graphs. 

2. Mathematical formulation 

Consider the 2D unsteady MHD rotating convective HMT flow 

of an incompressible, viscous fluid past a vertically moving po-

rous plate with a uniform magnetic field. We choose the x*-axis 

to run vertically along the plate and the y*-axis to run perpen-

dicular to the plate which is shown in Fig. 1. It is assumed that 

no voltage is applied, implying that no electric field exists. The 

transverse magnetic field and magnetic Reynolds number are 

both extremely low. The induced magnetic field is insignificant.  

The governing equations are as follows: 

 
𝜕𝑣∗

𝜕𝑦∗ = 0, (1) 

 𝜌 (
𝜕𝑢∗

𝜕𝑡∗ + 𝑣∗ 𝜕𝑢∗

𝜕𝑦∗) =
𝜕𝑝∗

𝜕𝑥∗ + 𝜇
𝜕2𝑢∗

𝜕𝑦∗ − 𝜌𝛽 −
𝜇

𝐾∗ 𝑢∗ +  

                            −𝜎𝐵0
2𝑢∗ + 2𝛺𝑢∗, (2) 
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𝜕𝑇∗

𝜕𝑡∗ + 𝑣∗ 𝜕𝑇∗

𝜕𝑦∗ =
𝑘

𝜌𝐶𝑝

𝜕2𝑇∗

𝜕𝑦∗2 −
1

𝜌𝐶𝑝
(

𝜕𝑞𝑟
∗

𝜕𝑦∗) −
𝑄0

𝜌𝐶𝑝
(𝑇∗ − 𝑇∞

∗ ), (3) 

 
𝜕𝐶∗

𝜕𝑡∗ + 𝑣∗ 𝜕𝐶∗

𝜕𝑦∗ = 𝐷𝑀
𝜕2𝐶∗

𝜕𝑦∗2 + 𝐷𝑇
𝜕2𝑇∗

𝜕𝑦∗2 . (4) 

 

 

 

 

 

 

 

 

 

 

 

 

 

The boundary conditions are as follows: 

− at 𝑦∗ = 0 

 𝑢∗ = 𝑢𝑝
∗ , 𝑇∗ = 𝑇𝑤

∗ + 𝜀(𝑇𝑤
∗ − 𝑇∞

∗ )𝑒𝑛∗𝑡∗
,  

 𝐶∗ = 𝐶𝑤
∗ + 𝜀(𝐶𝑤

∗ − 𝐶∞
∗ )𝑒𝑛∗𝑡∗

, (5) 

− at 𝑦∗ → ∞ 

 𝑢∗ → 𝑈∞
∗ = 𝑈0(1 + 𝜀𝑒𝑛∗𝑡∗

),  

 𝑇∗ → 𝑇∞
∗ ,             𝐶∗ → 𝐶∞

∗  . (6) 

 From Eq. (1), we deem an exponential form for the velocity: 

 𝑣∗ = −𝑣0(1 + 𝜀𝐴𝑒𝑛∗𝑡∗
), (7) 

 𝜌
𝑑𝑈∞

∗

𝑑𝑡∗ =
𝜕𝑝∗

𝜕𝑥∗ − 𝜌∞𝑔 −
𝜇

𝐾∗ 𝑈∞
∗ − 𝜎𝐵0

2𝑈∞
∗ , (8) 

 𝜌 (
𝜕𝑢∗

𝜕𝑡∗ + 𝑣∗ 𝜕𝑢∗

𝜕𝑦∗) = (𝜌∞ − 𝜌)𝑔 + 𝜌
𝑑𝑈∞

∗

𝑑𝑡∗ +  

              +𝜇
𝜕2𝑢∗

𝜕𝑦∗2 −
𝜇

𝐾∗
(𝑈∞

∗ − 𝑢∗) − 𝜎𝐵0
2(𝑈∞

∗ − 𝑢∗). (9) 

Utilizing the equation of state:  

 
(𝜌∞−𝜌)

𝜌∞
= 𝛽

(𝑇∗−𝑇∞
∗ )

𝑇∞
∗ + 𝛽∗ (𝐶∗−𝐶∞

∗ )

𝐶∞
∗ , (10) 

and plugging Eq. (10) into Eq. (9), we have: 

 
𝜕𝑢∗

𝜕𝑡∗ + 𝑣∗ 𝜕𝑢∗

𝜕𝑦∗ =
𝑑𝑈∞

∗

𝑑𝑡∗ + 𝜇
𝜕2𝑢∗

𝜕𝑦∗2 + 𝑔𝛽
(𝑇∗−𝑇∞

∗ )

𝑇∞
∗ +  

     +𝑔𝛽∗ (𝐶∗−𝐶∞
∗ )

𝐶∞
∗ +

𝜐

𝐾∗
(𝑈∞

∗ − 𝑢∗) +
𝜎𝐵0

2

𝜌
(𝑈∞

∗ − 𝑢∗). (11) 

The radiative heat flux term, as expressed using the Rosse-

land approximation, is given by: 

 𝑞𝑟
∗ =

4𝜎∗

3𝑘1
∗

𝜕𝑇∗4

𝜕𝑦∗ . (12) 

Within the flow, the temperature difference is considered 

small, so that 𝑇∗4
 can be expressed as a temperature-dependent 

linear function. This is achieved by expanding T∞
* in a Taylor 

series while ignoring higher-order terms, resulting in: 

 𝑇∗4
≅ 4𝑇∞

∗3
− 3𝑇∞

∗4
. (13) 

By using Eqs. (12) and (13) in Eq. (3), we get: 

 
𝜕𝑇∗

𝜕𝑡∗ + 𝑣∗ 𝜕𝑇∗

𝜕𝑦∗ =  
𝑘

𝜌𝐶𝑝

𝜕2𝑇∗

𝜕𝑦∗2 −
16𝜎∗𝑇∞

∗3

3𝜌𝐶𝑝𝑘1
∗

𝜕2𝑇∗

𝜕𝑦∗2 −
𝑄0

𝜌𝐶𝑝
(𝑇∗ − 𝑇∞

∗ ).  

  (14) 

2.1. Solution of the problem 

Non-dimensional quantities are introduced to find the solution 

of Eqs. (1) to (4) with boundary conditions (5) and (6): 

 𝑢∗ = 𝑢𝑈0 ,         𝑣
∗ = 𝑣𝑉0 ,         𝑇

∗ = 𝑇∞
∗ + 𝜗(𝑇𝑤

∗ − 𝑇∞
∗ ),   

 𝐶∗ = 𝐶∞
∗ + 𝐶(𝐶𝑤

∗ − 𝐶∞
∗ ),           𝑈∞

∗ = 𝑈∞𝑈0,  

 𝑢𝑝
∗ =  𝑈𝑝𝑈0,      𝐾∗ =

𝐾𝜐2

𝑉0
2 ,      𝑦∗ =

𝑦𝜐

𝑉0
 ,      Gm =

𝜐𝑔𝛽∗(𝐶𝑤
∗ −𝐶∞

∗ )

𝑉0
2𝑈0𝐶∞

∗  ,  

 Gr =
𝜐𝑔(𝑇𝑤

∗ −𝑇∞
∗ )

𝑉0
2𝑈0𝑇∞

∗  ,    Pr =
𝜐𝜌𝐶𝑝

𝑘
 ,     𝑀 =

𝜎𝐵0
2𝜐

𝜌𝑉0
2 ,      𝑄 =

𝑄0𝜐

𝜌𝑉0
2𝐶𝑝

,  

 𝑅 =  
4𝜎∗𝑇∞

∗3
(𝑇𝑤

∗ −𝑇∞
∗ )

𝑘1
∗𝑘

,    Sc =
𝜐

𝐷𝑀
,    𝑡∗ =

𝑡𝜐

𝑉0
2 ,    𝑛∗ =

𝑉0
2

𝜐
. (15) 

As a result, the dimensionless governing equations are  

expressed by Eqs. (16) to (19) with boundary conditions (20): 

 
𝜕𝑣

𝜕𝑦
= 0, (16) 

 
𝜕𝑢

𝜕𝑡
+ 𝑣

𝜕𝑢

𝜕𝑦
=

𝑑𝑈∞

𝑑𝑡
+

𝜕2𝑢

𝜕𝑦2 + Gr𝜗 + Gm𝐶 + 𝑁(𝑈∞ − 𝑢), (17) 

 
𝜕𝜗

𝜕𝑡
+ 𝑣

𝜕𝜗

𝜕𝑦
=

1

Pr
(1 +

4𝑅

3
)

𝜕2𝜗

𝜕𝑦2 − 𝑄𝜗, (18) 

 
𝜕𝐶

𝜕𝑡
+ 𝑣

𝜕𝐶

𝜕𝑦
=

1

Sc

𝜕2𝐶

𝜕𝑦2 + So
𝜕2𝜗

𝜕𝑦2. (19) 

The corresponding initial and boundary conditions are: 

− at 𝑦 = 0 

 𝑢 = 𝑈𝑝 ,         𝜗 = 1 + 𝜀𝑒𝑛𝑡 ,          𝐶 = 1 + 𝜀𝑒𝑛𝑡, (20) 

− as 𝑦 → ∞ 

 𝑢 → 𝑈∞ → 1 + 𝜀𝑒𝑛𝑡 ,         𝜗 → 0,        𝐶 → 0.  

We consider the following solutions for the perturbation 

technique to solve Eqs. (16) to (19): 

 𝑢 = 𝑢0(𝑦) + 𝜀𝑒𝑛𝑡𝑢1(𝑦) + 𝑜(𝜀2),  

 𝜗 = 𝜗0(𝑦) + 𝜀𝑒𝑛𝑡𝜗1(𝑦) + 𝑜(𝜀2), (21) 

 𝐶 = 𝐶0(𝑦) + 𝜀𝑒𝑛𝑡𝐶1(𝑦) + 𝑜(𝜀2).  

By plugging Eqs. (21) into Eqs. (16)–(20), and then equating 

the harmonic and non-harmonic terms and ignoring higher order 

terms of 𝑜(𝜀2), we get the following pairs of equations: 

 𝑢0
" + 𝑢0

′ + (2𝛺 − 𝑁)𝑢0 = −𝑁 − Gr𝜗0 − Gm𝐶0 , (22) 

𝑢1
" + 𝑢1

′ − (𝑁 + 𝑛 + 2𝛺)𝑢1 = −(𝑁 + 𝑛) + 

                                     −𝐴𝑢0
′ − Gr𝜗1 − Gm𝐶1 , (23) 

 

Fig. 1. Physical model. 
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 (3 + 4𝑅)𝜗0
" + 3Pr𝜗0

′ − 3𝑄Pr𝜗0 = 0, (24) 

 (3 + 4𝑅)𝜗1
" + 3Pr𝜗1

′ − (3𝑛 + 𝑄)Pr𝜗1 = −3𝐴Pr𝜗0
′ , (25) 

 𝐶0
" + Sc𝐶0

′ = − SoSc𝜗0
" , (26) 

 𝐶1
" + Sc𝐶1

′ − 𝑛Sc𝐶1 = −𝐴Sc𝐶0
′ − SoSc𝜗1

". (27) 

The corresponding boundary conditions can be written as: 

− at 𝑦 = 0 

 𝑢0 = 𝑈𝑝,    𝑢1 = 0,     𝜗0 = 1,     𝜗1 = 1,    𝐶0 = 1,    𝐶1 = 1,  

(28) 

− as 𝑦 → ∞ 

 𝑢0 → 𝑢1 → 1,      𝜗0 → 0,    𝜗1 → 0,     𝐶0 → 0,     𝐶1 → 0.  

Finally, by solving Eqs. (22) to (27), we obtain analytical 

solutions in the form of Eqs. (29) to (34), which satisfy the above 

boundary conditions (28): 

 𝑢0 = 1 + 𝐽1𝑒𝑚2𝑦 + 𝐽2𝑒𝑚6𝑦 + 𝐽3𝑒𝑚2𝑦 + 𝐽4𝑒𝑚10𝑦, (29) 

 𝑢1 = 1 + 𝐽6𝑒𝑚10𝑦 + 𝐽7𝑒𝑚2𝑦 + 𝐽8𝑒𝑚6𝑦 + 𝐽9𝑒𝑚2𝑦 +  

           +𝐽10𝑒𝑚4𝑦 + 𝐽11𝑒𝑚2𝑦 + 𝐽12𝑒𝑚8𝑦 + 𝐽13𝑒𝑚6𝑦 +  

         +𝐽14𝑒𝑚2𝑦 + 𝐽15𝑒𝑚2𝑦 + 𝐽16𝑒𝑚4𝑦 + 𝐽17𝑒𝑚12𝑦, (30) 

 𝜗0 = 𝑒𝑚2𝑦, (31) 

 𝜗1 = 𝐷1𝑒𝑚2𝑦 + 𝐷2𝑒𝑚4𝑦, (32) 

 𝐶0 = 𝐵1𝑒𝑚2𝑦 + 𝐵2𝑒𝑚6𝑦, (33) 

 𝐶1 = 𝐵3𝑒𝑚6𝑦 + 𝐵4𝑒𝑚2𝑦 + 𝐵5𝑒𝑚6𝑦 +  

 +𝐷3𝑒𝑚2𝑦 + 𝐷4𝑒𝑚4𝑦. (34) 

The shapes of functions that appear in Eqs. (29)(34) are ex-

plained in Appendix. 

Distributions of velocity, temperature and concentration 

along with the boundary conditions, become visible in an over-

view of the aforementioned solutions:  

 𝑢(𝑦, 𝑡) = 1 + 𝐽1𝑒𝑚2𝑦 + 𝐽2𝑒𝑚6𝑦 + 𝐽3𝑒𝑚2𝑦 + 𝐽4𝑒𝑚10𝑦 +  

 +𝜀𝑒𝑛𝑡(1 + 𝐽6𝑒𝑚10𝑦 + 𝐽7𝑒𝑚2𝑦 + 𝐽8𝑒𝑚6𝑦 + 𝐽9𝑒𝑚2𝑦 +  

 +𝐽10𝑒𝑚4𝑦 + 𝐽11𝑒𝑚2𝑦 + 𝐽12𝑒𝑚8𝑦 + 𝐽13𝑒𝑚6𝑦 + 𝐽14𝑒𝑚2𝑦 +  

 +𝐽15𝑒𝑚2𝑦 + 𝐽16𝑒𝑚4𝑦 + 𝐽17𝑒𝑚12𝑦),  

 𝜗(𝑦, 𝑡) = 𝑒𝑚2𝑦 + 𝜀𝑒𝑛𝑡(𝐷1𝑒𝑚2𝑦 + 𝐷2𝑒𝑚4𝑦),  

 𝐶(𝑦, 𝑡) =  𝐵1𝑒𝑚2𝑦 + 𝐵2𝑒𝑚6𝑦 + 𝜀𝑒𝑛𝑡(𝐵3𝑒𝑚6𝑦 + 𝐵4𝑒𝑚2𝑦 +  

 +𝐵5𝑒𝑚6𝑦 + 𝐷3𝑒𝑚2𝑦 + 𝐷4𝑒𝑚4𝑦).  

It is critical to compute the basic physical quantities of inter-

est, which are the local surface heat and mass flux. Using the 

temperature field in the boundary layer, we can calculate the lo-

cal surface heat flux, represented by the Nusselt number (Nu): 

 Nu =
𝑞𝑤

∗

𝑘(𝑇𝑤
∗ −𝑇∞

∗ )
   ⟹ Nu Re𝑥 = (1 +

4𝑅

3
) (

𝜕𝜗

𝜕𝑦
)

𝑦=0
  

 = (1 +
4𝑅

3
) [𝑚2 + 𝜀𝑒𝑛𝑡(𝑚2𝐷1 + 𝑚4𝐷2)],  

where Re𝑥 =  
𝑉0𝐿


. 

For the mass flux, we can calculate:  

 Sh =  (
𝜕𝐶

𝜕𝑦
)

𝑦=0
= 𝑚2𝐵1 + 𝑚6𝐵2 +   

                    +𝜀𝑒𝑛𝑡 (𝑚6𝐵3 + 𝑚2𝐵4 + 𝑚8𝐵5).  

3. Results and discussion  

Graphs are utilized in this section to visually present numerical 

outcomes, aiding in the comprehension of the underlying phys-

ical phenomena. The investigation primarily focuses on analyz-

ing velocity, temperature and concentration profiles across  

a spectrum of parameter values. Figures 2–19 are specifically 

generated for this purpose. Within these figures, Fig. 2 eluci-

dates the impact of the Grashof number (Gr) on velocity profiles. 

Gr represents the approximate ratio between thermal buoyancy 

and viscous forces exerted on a fluid; alterations in Gr lead to 

changes in buoyancy while concurrently influencing viscous 

forces. A reduction in fluid viscosity corresponds to a decrease 

in internal resistance, consequently resulting in an augmentation 

of fluid velocity. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3 shows how the modified Grashof number (Gm) af-

fects the velocity profiles. Gm is approximately the proportion 

of the buoyancy concentration to the viscous force acting on the 

fluid; a Gm increase leads to an enlarging buoyancy force while 

decreasing the viscous force. Viscosity is a type of internal re-

sistance that occurs when a fluid is in motion. As the fluid's vis-

cosity decreases, so does its internal resistance, increasing the 

velocity.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Velocity profile for different values of Gr against y. 

 

Fig. 3. Velocity profile for different values of Gm against y. 
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The velocity is depicted in Fig. 4 for various permeability 

values (N). It is self-evident that as permeability increases, so 

does the peak velocity. Due to the increase in permeability, there 

are more and larger pathways available for fluid flow within the 

porous medium, this allows for greater fluid movement and 

higher velocities. Higher permeability reduces the pressure drop 

across the porous medium for a given flow rate. With less pres-

sure drop, there is less resistance to flow, enabling the fluid to 

move more freely and at high velocities. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

The modifications of velocity profiles with the Prandtl num-

ber Pr are shown in Fig. 5. This explains the motion of fluid 

which slows the resultant velocity because of the rise in Pr. The 

Prandtl number is the relationship between two diffusions, mo-

mentum and thermal, and is described as the ratio of momentum 

diffusion and thermal diffusion. Enhancing the Prandtl number 

reduces the thermal diffusion, causing the thermal boundary 

layer to thin. As a result, Pr increases across the fluid's occupied 

region, and the resultant velocity decreases. It is reasonable be-

cause the fluid has a large Prandtl number and a greater viscosity 

due to its thickness.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6 depicts the Soret number (So), which is observed to 

affect velocity profiles. This figure shows that as So increases, 

the velocity profiles increase, implying that the velocity of the 

fluid increases due to larger thermal diffusion. The effect of ther-

mal diffusion is visible in this figure, as the fluid flow is accel-

erated. 

The velocity profile with Schmidt number (Sc) values is de-

picted in Fig. 7. The velocity distribution will usually decrease 

as the Schmidt number increases. In terms of physics, a higher 

Schmidt number indicates a lower molecular diffusivity, result-

ing in a thinner momentum boundary layer. A decrease in veloc-

ity distribution with the increasing Sc number may be associated  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

with increased flow stability. The slower diffusion of mass can 

lead to more stable concentration profiles, which in turn can lead 

to more uniform flow and reduced velocity gradients.  

Figures 8 and 12 illustrate the impact of the heat source (Q) 

on velocity and concentration profiles. Figures 8 and 12 demon-

strate that as heat is produced, the buoyancy force enhances, as 

a result of which the velocity curves coincide and the flow rate 

increases, resulting in concentration profiles. The deviation of 

velocity distribution concerning the thermal radiation R, is 

shown in Fig. 9. This shows that as thermal radiation enlarges, 

the velocity within the boundary layer increases. The momen-

tum boundary layer thickness rises in proportion to the increase 

in thermal radiation. Temperature profiles for various heat 

source parameter (Q) settings are shown in Fig. 10. As shown in 

Fig. 10, increasing the heat source parameters reduces the tem-

perature profiles. As the heat source parameters increase, there 

is more thermal energy available to dissipate throughout the sys-

tem. This increased energy availability results in more efficient 

heat dissipation, leading to lower temperature gradients and re-

duced temperature profiles. 

Figure 11 depicts the effect of Prandtl number (Pr) on tem-

perature profiles. The Prandtl number is approximately the ratio 

of the kinematic viscosity and thermal diffusivity. Higher 

Prandtl values can aid in the reduction of thermal diffusiveness, 

which leads to a decrease in temperature profiles. It is clear from 

Fig. 13 that as the thermal radiation (N) is increased, the concen-  

 

Fig. 4. Velocity profile for different values of N against y. 

 

Fig. 5. Velocity profile for different values of Pr against y. 

 

Fig. 6. Velocity profile for different values of So against y. 

 

Fig. 7. Velocity profile for different values of Sc against y. 
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tration decreases. Higher N values cause the fluid concentration 

to be delayed. Similarly, for the concentration distribution: with 

the increasing Pr number, the  boundary  layer thickness  shrinks, 

which is shown in Fig. 14. 

Figure 15 illustrates the influence of the Schmidt number 

(Sc) on concentration profiles. It is observed that higher Sc val-

ues, representing lower diffusivity, lead to a reduction in con-

centration throughout the flow region. An increase in Sc corre-

lates with reduced solute diffusivity, limiting the dispersion of 

solute effects. Consequently, while the concentration within the 

flow region increases, the boundary layer thickness decreases, 

resulting in an overall reduction in concentration as Sc rises. The 

Soret effect is a phenomenon that occurs when the concentration 

distribution is influenced by a temperature gradient. In physical 

 

Fig. 8. Velocity profile for different values of Q against y. 

 

Fig. 9. Temperature profile for different values of R against y. 

 

Fig. 10. Temperature profile for different values of Q against y. 

 

Fig. 11. Temperature profile for different values of Pr against y. 

 

Fig. 12. Concentration profile for different values of Q against y. 

 

Fig. 13. Concentration profile for different values of R against y. 

 

Fig. 14. Concentration profile for different values of Pr against y. 



Analysis of unsteady heat and mass transfer in rotating MHD convection flow over a porous vertical plate 

 

185 
 

terms, higher Soret numbers indicate a more pronounced tem-

perature gradient, leading to increased convective flow. Conse-

quently, the concentration distribution expands, as illustrated in 

Fig. 16. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 17 illustrates the influence of radiation (R) on the heat 

transfer rate, represented by the Nusselt number (Nu). As the 

radiation parameter enlarges, the rate of heat transfer (Nu) de-

creases. This reduction occurs because increasing the radiation 

parameter can diminish the effectiveness of convective heat 

transfer. Radiation heat transfer tends to suppress convective 

heat transfer, especially in regions where radiation predomi-

nates. Consequently, an increase in the radiation parameter may 

lead to a decrease in the convective heat transfer coefficient, re-

sulting in lower overall heat transfer rates. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 18 showcases the effect of the Soret number (So) on 

the Sherwood number (Sh) on the porous plate. The findings 

demonstrate that augmenting the value of So leads to an increase 

in the Sherwood number, indicating enhanced mass transfer 

rates. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 19 depicts the impact of rotation parameters on fluid 

velocity. Increasing the rotation parameter decreases the fluid 

velocity. With a gradual increase in rotation, the fluid's velocity 

closely adheres to the boundary and gradually diminishes as the 

distance from the boundary increases. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. Conclusions 

The main focus of this study revolves around examining the in-

fluence of rotation on the magnetohydrodynamic unsteady heat 

and mass transfer flow of a convective, viscous fluid through 

a porous medium past a vertically moving plate. The governing 

equations are solved using the perturbation technique. The re-

sulting profiles, including the temperature, velocity and concen-

tration, are graphically presented and extensively discussed for 

various parameter configurations. The principal discoveries of 

this investigation are as follows: 

 The velocity increases as Gr, Gm, N, and So increase. 

Whereas the velocity decreases as the Pr, M, and Sc in-

crease. The velocity profiles are unaffected by the heat 

source parameter (Q). The heat source parameter repre-

sents an external heat input into the system, such as thermal 

 

Fig. 15. Concentration profile for different values of Sc against y. 

 

Fig. 16. Concentration profile for different values of So against y. 

 

Fig. 17. Nusselt number profile for different values of R against t. 

 

Fig. 18. Sherwood number for different values of So against t. 

 

Fig. 19. Velocity profile for different values of 𝛺 against y. 
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radiation. This heat input affects the temperature distribu-

tion within the fluid but does not directly exert a force on 

the fluid particles to change their velocity. Therefore, var-

iations in the heat source parameter do not directly alter the 

velocity profile; 

 The temperature increases as radiation enhances, while the 

temperature decreases as Pr and Q increase; 

 The rotation is increased gradually, and the fluid's velocity 

follows the boundary and is trivially far away from it. As 

the system rotates, the fluid near the boundary experiences 

a centrifugal force directed away from the axis of rotation. 

This centrifugal force causes the fluid to move tangentially 

along the boundary, following its curvature. The fluid ve-

locity along the boundary tends to be higher compared to 

the fluid velocity in the interior of the flow domain due to 

the influence of the rotating motion; 

 The Nu number reduces as R enlarges, while the Sh num-

ber enhances as the So number increases. 

Appendix 

In this Appendix, functions that appear in Eqs. (29)(34) are ex-

plained below: 

 𝛽1 = (
3+4𝑅

3Pr
),  

 𝑚2 = (
−1+√1+4𝑄𝛽1

2𝛽1
),  

 𝑚4 = (
−1+√1+4(𝑛+𝑄)𝛽1

2𝛽1
),  

 𝑚6 = −Sc,  

 𝑚8 = (
−Sc+√(Sc)2+4𝑛Sc

2
),  

 𝑚10 = (
−1+√1−4(2𝛺−𝑁)

2
),  

 𝑚12 = (
−1+√1+4(𝑁+𝑛+2𝛺)

2
),  

 𝐽1 = − (
Gr

𝑚2
2+𝑚2+(2𝛺−𝑁)

),  

 𝐽2 = − (
Gm𝐵1

𝑚6
2+𝑚6+(2𝛺−𝑁)

),  

 𝐽3 = − (
Gm𝐵2

𝑚10
2 +𝑚10+(2𝛺−𝑁)

),  

 𝐽4 = (𝑈𝑝 − 1 − 𝐽1 − 𝐽2 − 𝐽3),  

 𝐽6 = − (
𝐴𝐽4𝑚10

𝑚10
2 +𝑚10−(𝑁+𝑛+2𝛺)

),  

 𝐽7 = − (
𝐴𝐽1𝑚2

𝑚2
2+𝑚2−(𝑁+𝑛+2𝛺)

),  

 𝐽8 = − (
𝐴𝐽3𝑚6

𝑚6
2+𝑚6−(𝑁+𝑛+2𝛺)

),  

 𝐽9 = − (
𝐴𝐽2𝑚2

𝑚2
2+𝑚2−(𝑁+𝑛+2𝛺)

),  

 𝐽10 = − (
Gr𝐷2

𝑚4
2+𝑚4−(𝑁+𝑛+2𝛺)

),  

 𝐽11 = − (
Gr𝐷1

𝑚2
2+𝑚2−(𝑁+𝑛+2𝛺)

),  

 𝐽12 = − (
Gm𝐵5

𝑚2
2+𝑚2−(𝑁+𝑛+2𝛺)

),  

 𝐽13 = − (
Gm𝐵2

𝑚6
2+𝑚6−(𝑁+𝑛+2𝛺)

),  

 𝐽14 = − (
Gm𝐵4

𝑚2
2+𝑚2−(𝑁+𝑛+2𝛺)

),  

 𝐽15 = − (
Gm𝐷3

𝑚2
2+𝑚2−(𝑁+𝑛+2𝛺)

),  

 𝐽16 = − (
Gm𝐷4

𝑚4
2+𝑚4−(𝑁+𝑛+2𝛺)

),  

 𝐽17 = − (
1 + 𝐽7 + 𝐽8 + 𝐽9 + 𝐽6 + 𝐽11 + 𝐽10 +

+𝐽13 + 𝐽14 + 𝐽12 + 𝐽15 + 𝐽16
),  

 𝐷1 = − (
𝐴𝑚2

𝛽1𝑚2
2+𝑚2−(𝑛+𝑄)

),  

 𝐷2 = (1 − 𝐷1),  

 𝐷3 = − (
ScSo𝑚2

2𝐷1

𝑚2
2+Sc𝑚2−𝑛Sc

),  

 𝐷4 = − (
ScSo𝑚4

2𝐷2

𝑚4
2+Sc𝑚4−𝑛Sc

),  

 𝐵1 =
−Sc So𝑚2

𝑚2+Sc
,  

 𝐵2 = (1 − 𝐵1),  

 𝐵3 = − (
𝐴Sc𝑚6𝐵2

𝑚6
2+Sc𝑚6−𝑛Sc

),  

 𝐵4 = − (
𝐴Sc𝑚2𝐵1

𝑚2
2+Sc𝑚2−𝑛Sc

),  

 𝐵5 = (1 − 𝐵3 − 𝐵4 − 𝐷3 − 𝐷4).  
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1. Introduction 

Commercial energy sources have played a role in fostering eco-

nomic development, but they have also had a harmful impact on 

the environment and society's health due to the greenhouse ef-

fect and global warming. In contrast, renewable energy sources  

offer a solution to meet global energy demands while safeguard-

ing our surroundings. Additionally, sustainable energy systems,  
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Abstract 

The use of different turbulators in solar air heaters can significantly impact their thermal and hydraulic performance. This 
study compares solar air heaters equipped with W-contoured, taper-contoured, and reverse taper-contoured turbulators. It 
examines heat transfer coefficients, pressure drops, velocity contours, turbulent kinetic energy contours, and thermal perfor-
mance factors for these systems under varying operating conditions. The air Reynolds number ranges from 4000 to 18 000, 
while design parameters such as relative roughness height and relative pitch ratio remain constant for accurate comparison. 
The simulations were conducted with a uniform heat flux of 1200 W/m2. The W-shaped contour roughness achieved the 
greatest heat transfer coefficient, surpassing both the tapered and reverse tapered configurations. In terms of friction factor, 
the tapered contour on the absorber plate led, followed by the reverse tapered and W-shaped contours. Overall, the W-shaped 
contour delivered the best performance. At lower Reynolds numbers, the reverse tapered contour outperformed the tapered 
contour, whereas at higher Reynolds numbers, the tapered contour showed superior performance compared to the reverse 
tapered contour.  

Keywords: W-contoured; Taper-contoured; Reverse taper-contoured; Turbulent kinetic energy; Thermo-hydraulic perfor-

mance 
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often smaller and region-specific, address concerns related to 

electricity distribution, environmental impact, and capital costs. 

Unlike centralised plants based on commercial sources, sustain-

able equipment like wind turbines, solar panels, and biomass can 

be mass-produced cost-effectively and tailored to meet the en-

ergy needs of specific locations. Among all sustainable energy 

sources [1], solar power has gained significant prominence due 

to its abundance, cost-effectiveness, cleanliness, and noiseless 

operation, while also being environmentally friendly.  

Various methods are present for collecting solar energy, the 

most common of which is the flat plate solar collector, which 

has a basic design and requires relatively less receiving. Flat 

plate collectors are used less frequently. Whereas, solar water 

heaters and solar air heaters (SAH) require regulating for all an-

ticipated temperature ranges [2,3]. However, one significant 

challenge with SAHs is their suboptimal heat/thermal efficiency 

due to the slow heat transfer from the absorbing plate (AP) to 

the air in the duct. To address this issue, artificial turbulators like 

baffles and ribs are employed [4,5]. These create turbulence 

within the air duct, enhancing the heat transfer coefficient. How-

ever, they also lead to increased friction loss, so it is essential to 

place turbulators solely in the laminar subzone layer.  

Various methods have been proposed by researchers to in-

crease heat transfer through SAH like nanoparticles [6,7], phase 

change materials [8,9], microchannels [10−12], minichannels 

[13,14], active techniques [15], etc. It is observed that various 

design modifications in SAH were taken from other thermal de-

vices like microchannels heat sinks [16,17], heat exchangers 

[18−20], spiral tube exchangers [21], heat pipes with inserts and 

baffles [22,23], electric vehicle battery cooling [24], electrical 

device cooling with fins [25], car radiator [26,27], etc. Some of 

the recent work covered in the area of SAH has been covered 

herein.  

Khanlari et al. [28] study aimed to enhance the utilization 

time of a solar air collector by integrating a PCM (phase change 

material) unit and adding porous fins to shorten PCM melting 

time. The numerical analysis showed that adding the PCM unit 

extended the collector's utilization time, and increasing the num-

ber of porous fins significantly improved the system's perfor- 

mance and energy efficiency. Abdulmejeed et al. [29] examined 

the performance of SAH with grooved absorber and triple-flow 

air channel modifications using numerical modelling and exper-

imental evaluation. The combined SAH showed greater temper-

ature differences than parallel-flow and triple-flow SAHs, with 

the parallel-flow SAH achieving thermal and exergy efficiencies 

of 59.51% and 29.09%, respectively, at a mass flow rate of 

0.012  kg/s.  

Tuncer et al. [30] study aimed to improve a solar drying sys-

tem (SDS) by using a ZnO nano-enhanced absorber coating and 

an infrared heating system. The results showed that the com-

bined use of these modifications significantly increased thermal 

and exergetic efficiencies and reduced drying time by 43.75% 

compared to the unmodified SDS. 

Solar air heater performance can be enhanced using turbula-

tors like Z-shaped baffles on the absorber plate as reported by 

Bohra et al. [31]. They found that for a blockage ratio of 0.3, 

with a relative pitch ratio of 1.5 and an attack angle of 45°, the 

maximum effective efficiency was achieved for Reynolds num-

bers between 5000 and 10 000. In another similar work, Semalty 

et al. [32] examined the effectiveness of a solar air heater with 

multiple ribs and an arc-shaped circular protrusion on the ab-

sorber plate, using Fluent simulations. The results indicated that 

the optimal thermal performance was achieved at a Reynolds 

number of 20 000, with specific roughness and protrusion pa-

rameters, improving thermal performance with minimal fric-

tional pressure drop.  

Singh et al. [33] performed a numerical investigation analys-

ing the hydrothermal characteristics of SAH with S-shaped dim-

ple roughness on the absorber plate, using Ansys Fluent for 

Reynolds numbers 4000 to 20 000. The study found that the op-

timal configuration, with a dimple diameter of 2.8 mm and rel-

ative roughness pitch of 10, yielded significantly higher Nusselt 

numbers and friction factors compared to smooth plates, achiev-

ing maximum thermo-hydraulic performance at a Reynolds 

number of 20 000. Haldia et al. [34] presented a numerical study 

comparing the effects of S-shaped and broken arc roughness on 

solar air heaters, finding that the optimal configuration for heat 

transfer is a gap of 0.9 mm and a pitch of 25 mm. This specific 

configuration significantly improves heat transfer but increases 

the friction factor, achieving the highest thermal performance 

Nomenclature 

Cp – specific heat, J/(kg K) 

Dh – hydraulic diameter, mm 

e – roughness height, mm 

f – friction factor 

h – heat transfer coefficient, W/(m2 K) 

k – thermal conductivity, W/(m K) 

L – length, mm 

Nu – average Nusselt number 

δp – pressure drop, Pa 

P – roughness pitch, mm 

Re – Reynolds number 

T – temperature, K 

u, v – velocity components, m/s 

 

x, y – Cartesian coordinates, m 

 

Greek symbols 

α – thermal diffusivity, m2/s 

ν – kinematic viscosity, m2/s  

ρ – fluid density, kg/m3  

 

Subscripts and Superscripts 

f – test section 

r – roughened  

s – smooth  

 

Abbreviations and Acronyms 

PEC – performance evaluation criterion  

SAH – solar air heater 
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factor of 2.9 to 3.3, while a gap of 0.3 mm and the same pitch 

length shows the lowest performance.  

Kumar et al. [35] explored the impact of S-shaped ribs and 

protrusions on the thermo-hydraulic performance of a SAH, ex-

amining various operating and design parameters. The optimal 

configuration, with a relative pitch roughness of 20, gap of 

0.5  mm, and protrusion diameter of 0.3 mm, achieved the high-

est thermal performance factor of 2.5 to 3.1, while the least ef-

fective configuration had a pitch of 12 and protrusion diameter 

of 0.5 mm, resulting in a factor of 1.4 to 1.7. Kumar [36] exper-

imentally analyses the heat transfer and friction factor of three-

side artificially roughened solar air heaters with multiple-V and 

transverse wires compared to one-side roughened heaters. The 

three-side roughened heaters show a 24–76% increase in heat 

transfer rate and a 4–36% increase in friction factor, with air 

temperatures 34.6% higher than those in one-side roughened 

heaters, proving their superior performance both qualitatively 

and quantitatively. Ghritlahre [37] analyzes the energy and ex-

ergy performance of roughened solar air heaters with arc-shaped 

wire ribs using two flow arrangements: apex upstream and apex 

downstream. Results show that the apex upstream flow config-

uration achieves a maximum thermal efficiency of 73.2% and 

exergy efficiency of 2.64% at a mass flow rate of 0.022 kg/s, 

while the apex downstream flow configuration reaches a thermal 

efficiency of 69.4% and exergy efficiency of 1.89% under the 

same conditions. 

Patel and Lanjewar [38] use exergy analysis to evaluate the 

performance of a solar air heater with a W-shaped roughened 

absorber surface, comparing it to a smooth plate under identical 

conditions. The analysis shows that the W-shaped roughened 

surface improves exergetic efficiency by up to 51% with a rela-

tive roughness height of 0.03375 and a rib angle of 60°, helping 

to optimize the design parameters for better performance. 

Chaudhari et al. [39] focus on optimizing the exergetic effi-

ciency of a solar air heater with inverted L-shaped ribs by im-

proving heat transfer rates. The analysis, conducted at a constant 

heat flux of 1000 W/m², determined that a relative roughness 

pitch of 17.86 within Reynolds numbers of 3000 to 18 000 yields 

optimal exergy performance, with temperature rises between 

0.005 and 0.04. Ghildyal et al. [40] considered D-shaped, Re-

verse D-shaped and U-shaped turbulators in SAH and observed 

that the U-shaped turbulator achieved the best overall perfor-

mance. 

The present research work focuses on investigating the ef-

fects of W-contoured, taper-contoured, and reverse taper-con-

toured turbulators in solar air heaters, as depicted in Fig.1. The 

novelty of this research lies in its comparative numerical evalu-

ation of solar air heater performance using three distinct turbu-

lators geometries. This study is pioneering in its approach to ge-

ometric diversity, numerical simulation, comprehensive com-

parison and practical implications. Employing advanced numer-

ical methods to simulate and evaluate the performance of these 

geometries, provides detailed insights into their thermal and hy-

draulic characteristics. Offering a direct comparison of the per-

formance enhancements and efficiency gains of each turbulator 

type helps to identify the most effective design for solar air heat-

ers. 

The primary objective of this research is to enhance the per-

formance of solar air heaters by evaluating and comparing the 

effectiveness of W-contoured, taper-contoured, and reverse ta-

per-contoured turbulators. This is done by determining the im-

pact of each turbulator design on heat transfer rates, pressure 

drop, and overall thermal efficiency. Further, the study also 

highlights potential areas for future research exploration of ad-

ditional turbulator geometries or configurations.  

2. Details of computational domain and grid gen-

eration  

A two-dimensional computational fluid dynamics study was 

performed to determine how the performance of SAH changes 

when a roughened absorber plate is utilized. In the present re-

search work, W-contour, taper-shaped contour, and reverse ta-

per-contoured turbulators were used. The computational domain 

has 3 regions and is rectangular, measuring 20 mm in height and 

640 mm in length: the entry length (L1 = 245 mm), the test region 

(L2 = 280 mm), and the exit length (L3 = 115 mm). Under the 

absorber plate, turbulators are mounted. In the current study, 

constant relative roughness height (e/Dh = 0.021) and pitch ratio 
(P/e = 14.285) are used for all three turbulators. The choice of 

particular dimensions was based on previous literature. The air 

temperature at the inflow is considered to be 300 K. 

Solar air heater modelling is done in Ansys Design Modular 

during the pre-processing phase of this investigation. The Ansys 

ICEM platform is used for computational domain meshing. The 

simulations were conducted using Ansys Fluent, a commercial 

software based on the finite volume method. The momentum 

and energy equations were discretized using a second-order up-

wind scheme. The pressure-velocity coupling was addressed us-

ing the SIMPLE (semi-implicit method for pressure-linked 

equations) algorithm. To solve the resulting system of algebraic 

equations, the Gauss-Seidel iterative method was employed. 

This numerical approach has been widely used by various re-

searchers for similar problems [41,42].  

 

 

Fig. 1. Schematic diagram of solar air heaters with dimensions 

and different contours used for roughness. 



Ghildyal A., Bisht V.S., Bhandari P., Thapliyal S., Kaushik S., et al. 
 

192 
 

A homogeneous structural quadrilateral mesh with y+ = 1 

(nondimensional distance from the wall) is used to build the 

computational domain. To accomplish uniform blending 

throughout the sector, featured face mesh has been adapted with 

a 0.2 mm body size. Figure 2 depicts the uniform structural mesh 

of SAH with W-contoured turbulators. To perform the grid in-

dependence test, the smooth SAH was simulated for a number 

of grid cells ranging from 115 200 to 480 000 for a Reynolds 

number of 12 000. The complete details of the test are tabulated 

in Table 1. It was observed that a mesh of 320 000 cells has pro-

vided optimum results in lesser computational time. So, the 

same grid cells were opted for all simulations.  

2.1. Governing equations  

The governing equations for the numerical model of a solar air 

heater are as follows: 

 The continuity equation for two-dimensional steady fluid 

flow, which represents the conservation of mass for a fluid 

under motion: 

 
𝜕𝑢

𝜕𝑥
+

𝜕𝑣

𝜕𝑦
= 0, (1) 

where u and v are the velocity vector components in x and y 

directional coordinates, respectively.  

 The momentum equations for the X and Y directions are 

given by: 

X-momentum equation: 

 𝑢
𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦
=

1

𝜌

𝜕𝑝

𝜕𝑥
+ 𝜈 (

𝜕2𝑢

𝜕𝑥2 +
𝜕2𝑢

𝜕𝑦2), (2) 

Y-momentum equation: 

 𝑢
𝜕𝑣

𝜕𝑥
+ 𝑣

𝜕𝑣

𝜕𝑦
=

1

𝜌

𝜕𝑝

𝜕𝑦
+ 𝜈 (

𝜕2𝑣

𝜕𝑥2 +
𝜕2𝑣

𝜕𝑦2), (3) 

where ρ is the fluid density, p is the pressure and ν is the 

kinematic viscosity. 

 For steady and incompressible flow with constant thermal 

conductivity, no compression work and no heat generation, 

the energy equation is given by: 

 𝑢
𝜕𝑇

𝜕𝑥
+ 𝑣

𝜕𝑇

𝜕𝑦
= α (

𝜕2𝑇

𝜕𝑥2 +
𝜕2𝑇

𝜕𝑦2), (4) 

where T represents temperature and 𝛼 is the thermal diffu-

sivity. 

The mean Nusselt number is defined as: 

 Nu𝑟= 
ℎ𝐷ℎ

k
,  (5) 

where h, Dh and k stand for the coefficient of heat transfer, hy-

draulic diameter and thermal conductivity, respectively. 

The factor of friction (f) is defined as: 

 f = 
2(𝛿𝑝)𝐷ℎ

4ρ𝐿𝑓𝑉2 ,  (6) 

where δp represents the pressure difference, Lf is the length and 

V is the velocity. 

Performance evaluation criterion is defined as  

 PEC = 
ℎ𝑟

ℎ𝑠
(

𝛿𝑝𝑟

𝛿𝑝𝑠
)

1

3
⁄ , (7) 

where h and δp stand for the heat transfer coefficient and pres-

sure drop, respectively, and subscripts r and s refer to roughened 

and smooth SAHs, respectively.  

2.2. Confirmation of findings 

The numerical model for the smooth solar air heater was vali-

dated by comparing the average Nusselt number and the friction 

factor with the well-known equations, as depicted in Fig.3. The 

average Nusselt number from the model was compared with the 

Dittus-Boelter equation, and the results showed a slight varia-

tion of 2−4% between them. Additionally, the friction factor was 

compared with the Blasius friction equation, and the results were 

found to be in good agreement, validating the numerical model. 

The Dittus-Boelter equation and the Blasius equation for smooth 

solar air heater are as follows: 

Table 1. Grid independence test performed on smooth SAH.  

No. Number of grid cells Nusselt number 

1 115 200 44.00 

2 192 000 39.0 

3 320 000 36.44 

4 480 000 36.1 

 

 

Fig. 2. Face integration of SAH with W-contoured turbulators.  

 

Fig. 3. Validation plot of smooth SAH with established correlation. 
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 Nu𝑠= 0.023Re𝑠
0.8Pr𝑠

0.4, (8) 

 f𝑠= 0.0791Re𝑠
−0.25. (9) 

3. Results and discussion  

The variation of heat transfer coefficient with Reynolds number 

(Re) for different configuration of SAH is depicted in Fig. 4. The 

utilization of a textured surface on the solar air heater duct  

demonstrated a noteworthy improvement in the heat transfer rate 

compared to a smooth surface solar air heater. Nevertheless, the 

enhancement in heat transfer is minimal at low Reynolds num-

bers and escalates as the Reynolds number increases. Two main 

observations can be deduced from Fig. 4. Firstly, as the Reyn-

olds number rises, there is a concurrent increase in the heat 

transfer coefficient for all solar air heater configurations. The 

rate of this increase in the heat transfer coefficient is higher for 

the roughened configuration compared to the smooth solar air 

heater case. Secondly, regardless of the variation in surface 

roughness, it was noted that the trend of heat transfer coefficient 

with Reynolds number remains consistent for all cases. Moreo-

ver, the W-shaped contour roughness exhibited the highest heat 

transfer coefficient value, followed by the tapered contour and 

reverse tapered contour configurations.  

Just like the examination of heat transfer, an analysis of fluid 

flow was conducted by considering the pressure drop for various 

solar air heater configurations. It is recognized that incorporat-

ing vortex generators or turbulators on the solar air heater im-

pacts the fluid flow parameter, specifically the pressure drop. 

Figure 5 demonstrates the variation of pressure drop in the SAH 

with Re for different configurations. It is obvious that the pres-

sure drop in SAH with turbulators is greater than in the smooth 

SAH, due to obstruction in the flow field and disturbance of lam-

inar sublayer.  

Consequently, SAH with tapered contour roughness on the 

absorber plate yields a higher friction factor, followed by reverse 

tapered and W-shaped contour roughness. Both reverse tapered 

and W-shaped contour roughness SAHs show very marginal dif-

ference in pressure drop while tapered contour SAH demon-

strates less difference at low Re value and the difference with 

other roughened SAH keeps on increasing with Re value.  

Figure 6 shows the contours of velocity for each of the three 

coarsenesses in SAH. Once the flow is stabilized, contours of 

velocity reveal the creation of an eddy near the rib. A separation 

occurs as a result of the abrupt expansion of fluid downstream 

of the rib. This causes a rise in flow velocity at the upper surface 

of the rib, which generates turbulence. As a result, vortices form 

on the upper surface of the rib. 

The turbulator/ribs prevent the creation of the boundary 

layer. As a result, the turbulent kinetic energy increases. Fig-

ure 7 displays the contours of turbulence kinetic energy for each 

of the three coarsenesses. The W-contour has a succession of 

comparable and recurring turbulence kinetic energy profiles, 

which simply illustrate the intensification of instability in turbu-

lator, which increases the rate of the transfer of heat. W-contour 

turbulators outperform the other two types of turbulators in 

terms of heat transfer augmentation. 

Figure 8 depicts variation of performance evaluation crite-

rion (PEC) with Re for roughened SAH, considering smooth 

SAH as a reference model. As all roughened SAHs showed val-

ues above 1, this denotes that SAH with turbulators has better 

overall performance. 

Further, it was observed that PEC keeps on decreasing with 

Re value for all cases. Among all the cases, W-contour has 

shown highest performance. While at low Re value, reverse ta-

pered contour is better than tapered contour and at higher Re 

value, tapered contour is better than reverse tapered contour. 

4. Conclusions 

In present research work, a thorough 2D computational fluid dy-

namic analysis of a solar air heater with three types of turbula- 

tors are performed. The numerical analysis outcome can be sum-

marized as follows: 

 With the use of the k-ε turbulence model the verification 

and the computational domain are justified;  

 

Fig. 4. Heat transfer coefficient variation with Reynolds number 

for different cases of SAH. 

 

Fig. 5. Pressure drop variation with Reynold number  

for different cases of SAH. 
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Fig. 6. Velocity contour for (a) W-contour, (b) reverse tapered contour, (c) tapered contour.  

 

Fig. 7. Turbulence kinetic energy contour for (a) W-contour, (b) reverse tapered contour, (c) tapered contour. 
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 Among all configurations, SAH with W-contoured coarse-

ness has the highest value of heat transfer coefficient, fol-

lowed by taper-contoured and reverse taper-contoured 

configurations; 

 In terms of hydraulic performance, SAH with taper-con-

toured roughness on the absorber plate yields a higher pres-

sure drop, followed by reverse taper-contoured and W-

shaped roughness configurations; 

 Performance evaluation criterion, i.e. overall performance 

of the W-contour turbulator, is the highest irrespective of 

Reynolds number value.  

As a result, a W-contoured turbulator might be explored for fur-

ther experimental analysis and research on SAHs. 
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1. Introduction 

Gas turbine blade cooling techniques such as film cooling have 

helped improve the aerothermal efficiency of turbines. Film 

cooling stands out as the predominant and most efficient system 

employed in the industry to cool gas turbine blades. Pioneering 

studies in film cooling, especially exploring advancements in 

film geometries were initiated by the work of Goldstein [1]. The 

film cooling efficiency and the heat transfer coefficients were 

experimentally established by Liess [2], accounting for the im-

pact of blowing ratios and Mach numbers. Paradis [3] demon-

strated the effects of blowing rates and temperature variations 

on the efficiency of film cooling. The findings reported in the 

work of Jabbari and Goldstein [4] demonstrate that, at unity, the 

blowing ratio causes the heat transfer coefficient to increase.  

The most common disadvantage of film cooling system is 

that the flow rises from the surface in the form of two vortices. 

Counter-current vortices introduce hot air into the jet and de-

stroy the protective film of cold air. Several shapes have been 

used to improve the cooling performance. Azzi and Jubran [5] 

conducted a numerical study of a configuration console for con-

trolling the intensity of counter-rotating vortex pairs (CRVP). It 

was demonstrated that the two counter-rotating vortices that 

cause the protective coating to deteriorate are absent from the 

flow structure provided by the new geometry. According to 

Khorsi and Azzi [6], the converging slot hole (console) provides 

greater efficiency than the traditional cylinder hole in the same 

situation. According to Guangchao et al.'s research [7], raising 

the momentum flux ratio for the injection through fanned holes 

causes the heat transfer to decrease and the effectiveness of film 
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Nomenclature 

cp ‒ specific heat at constant pressure, J/(kg K) 

D ‒ film-cooling hole diameter, mm 

k ‒ turbulent kinetic energy, m2/s2 

L ‒ spanwise dimension of the flat plate, mm 

M – blowing ratio 

Pk – production term, W 

T – temperature, K  

Tu  – turbulence intensity, % 

ui ‒ velocity components, m/s 

x, y, z – Cartesian coordinates, m 

 

Greek symbols 

i, j – unit tensor components 

ε ‒ dissipation rate of turbulent kinetic energy, m2/s3 

η – adiabatic film cooling efficiency 

 – thermal conductivity, W/(m K) 

 – dynamic viscosity, Pas  

t ‒ turbulent dynamic viscosity, Pa s 

ρ – density, kg/m3 

 

Subscripts and Superscripts 

c – cooling 

i, j – indexes 

w – wall (flat plate) 

∞ – freestream condition 

 

Abbreviations and Acronyms 

CRVP – counter-rotating vortex pair 

VG – vortex generator  

cooling to increase dramatically. Liu et al. [8] measured the 

waist-shaped slot hole's film cooling performance and compared 

it to two different kinds of console holes. Console holes with 

a narrow area ratio provided the best thermal protection. More-

over, Zaman et al. [9] conducted experimental research on the 

flow structure of an inclined jet interacting with a vortex gener-

ator to enhance film-cooling techniques. Their work contributes 

significantly to advancing our understanding of film cooling 

mechanisms. The film cooling performance and flow character-

istics of backward injection with combined holes is the focus of 

the investigations of Ben Ali Kouchih et al. [10].The findings 

suggest that backward injection achieves a uniform coverage, 

resulting in optimal cooling performance. Specifically, the most 

significant enhancement in film cooling is observed with the 

employment of combined holes in backward injection, espe-

cially at a blowing ratio of 1.5. The studies conducted by Boua-

lem and Azzi [11] and Boualem and al. [12] focused on as-

sessing the efficacy of cooling holes embedded within various 

trench designs. The primary finding indicates that utilizing jets 

installed within trenches significantly improves film cooling ef-

fectiveness, particularly at elevated blowing ratios. 

Na and Shih [13] positioned a ramp preceding a coolant ori-

fice to either eliminate or diminish the counter-rotating vortex 

pair (CRVP). Their findings showcase that managing the size of 

this counter-rotating vortex pair significantly enhances the cool-

ing performance. Additionally, Zaman et al. [9] and Shinn et al. 

[14] have illustrated the film cooling distributions behind micro-

ramps. These structures generate anti-vortices, effectively de-

laying the lifting-off of the jet. An et al. [15] carried out an ex-

periment to investigate how the cooling performance was af-

fected by a short crescent-shaped block positioned downstream 

of a cylindrical cooling hole. The results showed that this 

cresent-shaped block increases the lateral averaged film cooling 

when it is present. Meanwhile, Zhou and Hu [16,17] introduced 

a ramp design inspired by Barchan sand dunes. Their innovation 

significantly affects the Counter-Rotating Vortex Pair (CRVP), 

enhancing film cooling efficiency while minimizing aerody-

namic losses. Grine et al. [18] combined two anti-vortex systems 

to enhance the film cooling efficiency. Ben Ali Kouchih et al. 

[19] investigated the effect of Barchan sand dunes on forward 

and  backward  injection  hole.  Their  findings  reportedly  show 

a substantial enhancement in area-weighted film cooling. 

The focus of many researchers revolves around altering the 

film hole shape at high ejection ratios to optimize film cooling 

efficiency. This paper specifically evaluates and compares the 

efficacy of a cylindrical hole placed within a vortex generator 

(VG) at low and medium blowing ratios against conventional 

cylindrical holes for enhancing film cooling efficiency without 

resorting to an increase in blowing. The assessment delves into 

the impact of various angle scales constituting the VG shape, 

including angles of 25°, 45°, 60°, 90° and 110°. These five con-

figurations are tested across two blowing ratios 0.25 and 0.5 to 

comprehensively understand their performance under varying 

conditions. 

2. Computational model and grid sensitivity study 

Figure 1a presents the physical domain under consideration. The 

chosen base case aligns with Sinha et al.'s study [20], featuring 

hole dimensions of D = 1.27 cm and a length-to-diameter ratio 

of L/D = 1.75. The jet hole is inclined at a 35° angle to the flow 

direction. Within the computational space, dimensions span 20 

times the diameter in height and 50 times the diameter in length. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

a)  

b)                                  

Fig. 1. a) Computational domain and boundary conditions;  

b) Vortex generator design. 
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The novel design proposed in this paper is to install a vortex 

generator at the outlet jet by changing the angle of the vertex of 

the triangle to 25°, 45°, 60°, 90° and 110° as presented in  

Fig. 1b. Two injection ratios M = ρcUc/(ρ∞U∞) = 0.25 and 0.5 

were investigated. The ratio ρc/ρ∞ is fixed to 1.2. The methods 

used should be general, allowing one to solve a similar class of 

problems. The boundary conditions are presented in Table 1. 

 

 

 

 

 

 

 

The most important parameter in this topic is the adiabatic 

film cooling efficiency, which is defined by the following ex-

pression: 

 𝜂 =
𝑇∞−𝑇𝑤

𝑇∞−𝑇𝑐
 . (1) 

2.1. Turbulence modelling  

To carry out this work, several simulations were conducted us-

ing ANSYS CFX 14.0 software. In the solver package, the solu-

tion of the Reynolds averaged Navier–Stokes equations (RANS) 

is obtained by using the finite volume method for discretization 

of the continuity, momentum and energy equations. The second-

order upwind solution scheme is used to solve the momentum, 

energy and turbulence model equations. The SIMPLEC algo-

rithm is employed to solve the pressure–velocity coupling. The 

governing equations that include the conservation of mass, mo-

mentum and energy can be written as follows: 

 
𝜕(𝜌𝑢𝑖)

𝜕𝑥𝑖
= 0, (2) 

 𝜌�̅�𝑗
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= −
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+

𝜕
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[𝜇 (
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+
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𝜕𝑥𝑖
) − 𝜌𝑢𝑖

′𝑢𝑗
′̅̅ ̅̅ ̅̅ ̅], (3) 

 
𝜕

𝜕𝑥𝑖
(𝜌𝑢𝑖𝑇) =

𝜕

𝜕𝑥𝑗
[(

𝜆

𝐶𝑝
+

𝜇𝑡

𝑃𝑟𝑡
)

𝜕𝑇

𝜕𝑥𝑗
], (4) 

where 𝜇𝑡 and 𝑃𝑟𝑡   are the turbulent viscosity and turbulent 

Prandtl number, respectively. 

Modelling of the Reynolds stresses (−𝜌𝑢𝑖
′𝑢𝑗

′̅̅ ̅̅ ̅̅ ) in Eq. (3) is 

done using the Boussinesq hypothesis which relates the Reyn-

olds stresses to the mean velocity gradients via Eq. (5) below: 

 −𝜌𝑢𝑖
′𝑢𝑗

′̅̅ ̅̅ ̅̅ = 𝜇𝑡 (
𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗

𝜕𝑥𝑖
) −

2

3
(𝜌𝑘 + 𝜇𝑡

𝜕𝑢𝑖

𝜕𝑥𝑖
) 𝛿𝑖𝑗. (5) 

Turbulent quantities in the Navier–Stokes equations are treated 

using the turbulent viscosity t given by: 

𝜇𝑡 = 𝜌𝐶𝜇
𝑘2

𝜀
,             𝐶𝜇 = 0.085. 

According to the literature survey, the RNG k model is 

more consistent with the experimental data for the prediction of 

film cooling effectiveness than other models. This model has 

been adopted in our work. A detailed explanation of the model 

formulation and test case validations can be found in specific 

literature, whereas only the mathematical equations of the model 

are presented here: 

 
𝜕

𝜕𝑡
(𝜌𝑘) +

𝜕

𝜕𝑥𝑖
(𝜌𝑘𝑢𝑖) =

𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡

𝜎𝑘
)

𝜕𝑘

𝜕𝑥𝑗
] + 𝑃𝑘 − 𝜌𝜀, (6) 

 
𝜕

𝜕𝑡
(𝜌𝜀) +

𝜕

𝜕𝑥𝑖
(𝜌𝜀𝑢𝑖) =

𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡

𝜎𝜀
)

𝜕𝜀

𝜕𝑥𝑗
] + 𝐶1𝜀

𝜀

𝑘
𝑃𝑘 − 𝐶2𝜀

∗ 𝜌
𝜀2

𝑘
,  

(7) 

where:  

 𝐶2𝜀
∗ = 𝐶2𝜀 +

𝐶𝜇𝜂3(1−𝜂 𝜂0⁄ )

1+𝛽𝜂3 ,  

 𝜂 = 𝑆𝑘 𝜀,          𝑆 = (2𝑆𝑖𝑗𝑆𝑖𝑗)
1/2

⁄ .  

The constants of the RNG k model are mentioned in  

Table 2. 

2.2. Mesh generation 

In this study, geometry generation and mesh generation were 

performed using ICEM. The ANSYS CFX solver was used to 

solve the momentum equation, energy equation, and turbulence 

equation. The RNG k  model was used in this study. The abil-

ity of this model to predict film-cooling properties has been 

demonstrated by [21] and [22]. 

In the present investigation, the lowest freestream turbulence 

was chosen according to the work of Mayhew, who showed that 

at low blowing ratio the coverage area is reduced due to in-

creased mixing with the main flow. 

Validity of the calculation is ensured by comparing the re-

sults obtained in this study with the experimental data presented 

by [20], taking into account the sensitivity of the mesh. Three 

meshes are investigated: 1000000 nodes (coarse), 1500000 no-

des (fine), and 2000000 nodes (very fine). The fine mesh adjust-

ment is near the outlet jet area. Figure 2 shows the zoom area of 

a multi-block hexahedral mesh. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1. Boundary conditions. 

Factor Velocity [m/s] Temperature [K] 

Hot flow inlet 20 300 

Cold flow inlet (𝑀𝑈∞𝜌∞) 𝜌∞⁄  250 

 

Table 2. Constants of the turbulence model.  

C k  C1 C2 0  

0.0845 0.7194 0.7149 1.42 1.68 4.38 0.012 

 

     a)  

     b)                           

Fig. 2. a) Calculation grid, b) zoomed area of VG mesh. 



Larbi M., Boualem K., Kerrouz S., Benali Kouchih F., Yahiaoui T., Azzi A.  
 

200 
 

Figure 3 shows the grid independence for a blowing ratio of 

M = 0.5. According to Fig. 4, the fine and very fine meshes give 

somewhat the same adiabatic film cooling in the flow direction, 

in contrast to the coarse mesh, which is less accurate, especially 

far from the jet hole. Since increasing the mesh nodes to 2 mil-

lion does not make a significant difference, a fine mesh (1.5 mil-

lion) was chosen and implemented in other configurations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. Results and discussion  

3.1. Film cooling efficiency 

In Fig. 5, a comparison between the adiabatic cooling efficiency 

distributions on the flat plate is presented for the baseline case 

against the novel designs proposed in this study, particularly at 

low and medium blowing ratios (M = 0.25 and 0.5). The baseline 

case exhibits uneven coolant distribution due to jet lift-off, af-

fecting the surface coverage. In contrast, the new designs, spe-

cifically with the degree of vortex generator configurations at 

90° and 110° angles showcase notably improved film cooling 

efficiency distributions. This enhancement is attributed to the 

ability of the vortex generators to shape the coolant flow, ensur-

ing more even distribution across the flat plate surface. 

Figure 6 illustrates a quantitative assessment comparing the 

area-weighted average film cooling efficiency between two sce-

narios: the traditional case (flat plate without vortex generators) 

and the novel configurations (flat plate with vortex generators). 

The results indicate that the traditional film cooling design ex-

hibits the lowest efficiency, while the new configurations de-

monstrate a substantially higher film cooling efficiency at both 

blowing ratios, 0.25 and 0.5. In some instances, the improve-

ment rate exceeds 100%, emphasizing the significant enhance-

ment achieved by employing these novel configurations with 

vortex generators in comparison to the conventional approach. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 7 demonstrates the variation in film cooling effi-

ciency for the two blowing ratios (0.25 and 0.5) across the 

twelve cases, including five new configurations alongside the 

baseline case. Notably, it is evident that the maximum efficiency 

occurs behind the film hole and decreases as the distance from 

the hole (x/D) increases across all configurations. 

In the baseline cases, the cooling efficiency diminishes with 

increasing blowing ratios, which can be attributed to the jet take-

off. However, with the incorporation of vortex generators 

(VGs), there is a substantial improvement in film cooling per-

formance compared to the reference case. 

Comparing the different angles of vortex generators with the 

traditional cylindrical hole case, it is observed that VG with  

a right angle generally delivers superior efficiency, except at 

M = 0.25, where there is a slight difference after x/D > 10, fa-

vouring the accurate trench configuration. Notably, at both 

blowing ratios, VG set at 90° consistently achieves the highest 

film cooling efficiency among the configurations tested. 

a)     

b)  

Fig. 3. Comparison of cooling efficiency contours, M = 0.5, Tu = 0.1%: 

a) Mayhew et al. [23], b) present investigation. 

 

Fig. 4. Centreline adiabatic film cooling effectiveness  

for three different meshing. 

  

 

Fig. 5. Contours of adiabatic film cooling efficiency on the flat plate. 

 

Fig. 6. Area weighted average film cooling efficiency. 
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3.2. Flow structure 

The formation of counter-rotating vortices (CRV), often termed 

kidney vortices, arises from the interaction between the main-

stream and jet flows. These vortices significantly influence film-

cooling performance, especially under high blowing ratios. 

Their passive nature involves reheating the air from the main 

flow, potentially compromising the protection provided to tur-

bine blades or flat surfaces. 

To gain deeper insights into the underlying physics and as-

sess the impact of new designs on flow structures at blowing 

ratios of M = 0.25 and M = 0.5, Fig. 8 displays temperature con-

tours in the yz plane at x/D = 3, 6 and 10 for vortex generators 

with acute, right and obtuse angles. In the baseline case, higher 

injection rates lead to the jet moving away from the plate sur-

face, enlarging the vortices. However, placing the vortex gener-

ator downstream of the jet outlet reduces the strength of the ro-

tating vortices (CRV), encouraging the cooler flow to adhere 

more closely to the flat plate. 

Figure 9 presents the vortex structures to better understand 

the flow behaviour. This figure shows that the distribution and 

efficiency of the cooling film are influenced by CRVP, horse-

shoes and shear layers. Due to the difference in momentum, the 

cooling jet can break away from the surface, creating a recircu-

lation zone before reconnecting which we can observe from the 

baseline case. Notably, VGs with acute angles 25° exhibit lower 

efficiency in reducing CRVs compared to VGs with right and 

obtuse angles (90° and 110°), emphasizing the differential im- 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

pact of VG angles on mitigating these detrimental vortices and 

enhancing film cooling performance. 

a)     

b)     

Fig. 7. Centreline adiabatic film cooling efficiency for all cases: 

a) M = 0.25, b) M = 0.5. 

     
         Base case, M = 0.25                             Base case, M = 0.5 

    
              (VG 25°, M = 0.25)                            (VG 25°, M = 0.5) 

    
               (VG 45°, M = 0.25)                          (VG 45°, M = 0.5) 

    
               (VG 60°, M = 0.25)                         (VG 60°, M = 0.5) 

    
              (VG 90°, M = 0.25)                            (VG 90°, M = 0.5) 

    
              (VG 110°, M = 0.25)                         (VG 110°, M = 0.5) 

 

Fig. 8. Temperature contours at the plane yz,  

x/D =3, x/D =6 and x/D =10. 
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4. Conclusions 

The numerical study focused on investigating the flow behav-

iour and thermal characteristics of film cooling across six differ-

ent configurations. This analysis specifically considered the var-

iation in the blowing ratio parameter, examining scenarios at 

M = 0.25 and M = 0.5. By exploring these different configura-

tions and varying blowing ratios, the study aimed to understand 

in a comprehensive manner how changes in parameters affect 

flow patterns and thermal attributes, providing valuable insights 

into optimizing film cooling performance. 

In the initial case, serving as the baseline for validation pur-

poses, the efficiency of film cooling along the centreline was 

compared to the existing data. The results indicated that the 

computational model employed, based on the RNG kε model, 

accurately predicted the flow structure and thermal behaviour in 

line with the available data. Moreover, an enhancement in film 

cooling performance was achieved by introducing vortex gener-

ators with 90° as an improvement over the original streamwise 

cylindrical injection method. 

The main results from this work can be summarized as fol-

lows: 

 the ability of vortex generators to distribute the coolant 

flow over the flat plate surface, 

 the new configurations demonstrate significantly higher 

film cooling efficiency at both blowing ratios, 0.25 and 0.5, 

reaching or exceeding 100% in some cases, 

 right or obtuse angle vortex generators help reduce the size 

of counter-rotating vortices, helping to distribute cool air. 
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1. Introduction 

One of the possibilities to decarbonize the energy sector is  

a transformation from coal-fired power generating units to nu-

clear energy sources. This pathway has become more recog-

nized in the recent years  a number of publications deal with 

the modern problems of nuclear power plants. In [1], the Au-

thors presented research on the parameters of the live steam in  

a cycle with a steam generator and a nuclear reactor. Cogenera-

tion systems with nuclear reactors are under investigation in [2]. 

Transient thermal loading problems are the subject of the study 

in [3]. 

However, the publications mentioned above deal with nu-

clear reactors that are capable of delivering the steam at temper-

atures significantly lower than in fossil-fuelled power plants  

in the range of 280320 degrees of Celsius. 

Also, the steam turbine cycles presented in these publica-

tions are closely integrated with the reactor module. It means 

that a nuclear power plant of this type must be built from the 

ground as a complete cycle including the steam turbine and the 

reactor core [4]. This feature is a handicap when considering  

a smooth transition from a coal-fired energy system to the one 

with low emissions. When it comes to repowering the existing 

power plants, only some of their infrastructure may be used: the 

water cooling systems, the power output systems and the con-

nections to the energy grid [5]. 

Much more options are available with the so-called IV-th 

generation reactors [6]. In this case,  a  reactor  core  and  a  steam 
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Abstract 

The paper presents an analysis of a transition from a coal-fired power plant to a nuclear unit. The main focus is set on the 
extensive usage of the existing parts of the already operating system. The key problem is the correct matching of a nuclear 
reactor and the steam island. It is assumed here that the reactor module operates under nominal conditions and the steam 
turbine is adapted to fit the reactor. The paper describes the numerical model of the steam turbine cycle for the off-design 
simulations. The developed model allows us to determine the changes in the steam cycle in order to match the required 
water and steam temperature values at the inlets and the outlets of the steam generator. The paper presents the suggested 
modifications and the evaluation of the operation after the transition. 
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Nomenclature 

cf  constant in the pressure-flow relation, kg/s/MPa 

i  enthalpy, kJ/kg 

N  electric power, MW 

p  pressure, MPa 

Q  heat delivered to the steam/water system, MW 

T  temperature, oC 

 

Greek symbols 

  efficiency, % 

 

Subscripts and Superscripts 

cond  condensate 

el  electric, refers to generator power 

fw   feed water 

in   inlet 

live   live steam, HP turbine inlet 

N   nominal 

 

out   outlet 

reheat reheat steam, IP turbine inlet 

s  isentropic 

sat  saturation conditions 

 

Abbreviations and Acronyms 

COND condenser 

DAE  deaerator 

FW  feed water 

FWT  feed water tank 

HP  high pressure, HP turbine inlet 

IP  intermediate pressure, IP turbine inlet 

LP  low pressure 

SE  steam expander 

SR  steam pressure and temperature reducing station 

XC  condensate heater 

XR  additional feed water heater 

XSP  steam cooler 

 

generator may be delivered as separate enclosed modules to any 

site and connected to a steam cycle. A strategy that is proposed 

for energy systems with a significant number of fossil-fuelled 

power generating units is based on retrofits of the existing steam 

cycles [7]. Coal steam boilers may be replaced with nuclear re-

actors and steam generators [8].  

A new generation of nuclear reactors allows for generation 

of steam at a high temperature [9]. The IV-th generation reactors 

are still in development with some of them being already at the 

testing stage [10] and others at the concept stage [11]. Yet the 

transition of the steam temperature from a typical level of 

around 300oC to over 500oC opens new alternatives for the im-

plementation of the reactors in the existing power generating 

systems [12]. Nuclear reactors may deliver the steam at a tem-

perature level similar to fossil-fuelled boilers [13]. It means that 

a steam island with a power generator may remain intact. This 

approach may greatly improve the economic side of decarboni-

sation [14] and fasten the process of the transition towards low-

emission power generation [15]. The economic projections are 

promising according to [16]. Increasing the number of nuclear 

power plants will also enable us to stabilize the energy grid and 

allow for further development of renewable energy sources, 

which is emphasized by a number of researchers, for example in 

[17] and [18]. The carbon-fuelled plants must be carefully se-

lected for the coal-to-nuclear transition [19]. An example of the 

analysis to choose the optimal plant is described in [20]. 

The research presented in this paper aims to evaluate the pos-

sibility of matching an existing steam cycle to a high tempera-

ture reactor. The evaluation is conducted through numerical 

modelling and simulations of the steam cycle before and after 

the boiler is replaced with a nuclear reactor. An existing power 

plant is chosen for the evaluation with a 900 MW power gener-

ating unit. In order to properly simulate the operation of the 

steam turbine and the auxiliary systems, a model is built based 

on the available results of measurements taken during the tests 

of the unit. 

The key problem is the matching of the steam and feed water  

parameters between the implemented reactor module and the ex-

isting turbine. The main assumption is that all the necessary 

modifications are made in the steam system, while the reactor 

module  including the nuclear core and the steam generator  

operates at its design conditions. 

The following sections describe the methodology of the re-

search and the results of the modelling obtained for a tested re-

actor. This paper discusses the technical aspects only and veri-

fies whether and how it is possible to connect a nuclear reactor 

to a steam island. This work is a foundation for further economic 

study. 

2. Methodology 

The following assumptions are made for the modelling and the 

evaluation of the cooperation between an existing steam cycle 

and a nuclear reactor: 

 The key parameters are values of the pressure and tempera-

ture of the live steam, reheat steam and feed water; 

 After the modernization and under operation at the full load, 

the nuclear reactor module operates in its design conditions 

meaning that the aforementioned values of the pressure and 

temperature at the inlets and outlets of the steam generator 

are kept equal to their design values; 

 All the adjustments are made to the steam cycle, while the 

reactor core and steam generator operate at their design con-

ditions. Hence, the steam cycle operates at off-design condi-

tions even at the full load regime; 

 The adjustments may include additional heat exchangers 

added to the cycle and rerouting of the pipelines; 

 The modifications must not increase the live and reheat 

steam temperature above the design levels for the turbine. 

The research is conducted using numerical simulations. The 

model of the steam cycle includes its main machines and auxil-

iary systems: turbines, heat recovery exchangers, pumps and  

a condenser. The model is built using a source code developed 
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in the Department of Power Engineering and Turbomachinery 

at the Silesian University of Technology. It was verified against 

measurement data obtained from the existing power plants in 

previous works and projects, for example [21] and [22]. The 

source code allows us to analyse the thermodynamic processes 

that occur in power generating units. 

The model is adjusted to fit the measurement data from  

a particular power plant. The algorithm for the data processing 

is shown in Fig. 1. The first stage is the preparation of the input 

data, mostly the structure of the cycle. The model is built by 

adding machines and devices that constitute the steam cycle. 

At this stage, measurements are also chosen for the input 

data. The preferred set of measurements comes from the perfor-

mance tests of a cycle, which are conducted before a new power 

generating unit is commissioned or after every major repair. 

This type of measurements is performed at several levels of load 

with the unit not being controlled by the power demand from the 

grid. These measurements are preferred because they are pre-

ceded by periods of operation at a constant load, which guaran-

tees stable conditions. In case such measurements are not avail-

able, one should use the measurements from a period of stable 

load during a standard operation. 

Once the input data including the measurements and the cy-

cle structure are set, the numerical model is applied to determine 

the values that describe the health state (the technical state) of 

the machines and devices in the thermodynamic cycle. The type 

of these values depends on the particular machine or device un-

der the analysis. For example, a steam turbine is divided into 

groups of expander stages. Each group includes stages either be-

tween two consecutive steam extractions or between a turbine 

inlet or outlet and an extraction. Two parameters describe the 

health state of a group of expander stages. The first one is the 

isentropic efficiency of expansion defined as: 

 𝜂𝑖 =
𝑖𝑖𝑛−𝑖𝑜𝑢𝑡

𝑖𝑖𝑛−𝑖𝑠,𝑜𝑢𝑡
 (1) 

with the subscripts referring to the cross-sections of the steam 

path at the inlet and outlet of a group of expander stages. See 

also the nomenclature section of the paper. 

The second parameter for the groups of turbine stages is the 

constant defined as: 

 𝑐𝑓 =
𝑚𝑁

√𝑝𝑁,𝑖𝑛
2 −𝑝𝑁,𝑜𝑢𝑡

2
 (2) 

from the pressure-mass flow relation: 

 𝑚 = 𝑐𝑓√𝑝𝑖𝑛
2 − 𝑝𝑜𝑢𝑡

2 . (3) 

The simplified Fluegel-Stodola equation is applied here. 

Since the flow is measured in chosen locations of a steam cycle 

only, a model of the whole cycle is required in order to obtain 

the flow through each group of the expander stages and to cal-

culate the constants defined in Eq. (2). 

The isentropic efficiency may be calculated directly for the 

groups of stages in the high-pressure and intermediate-pressure 

sections of a turbine for the pressure and temperature values 

measured at the inlets, outlets and at steam extractions. The cal-

culations of  the  isentropic  efficiency  in  the  low-pressure  sec- 

tions are conducted using the following approach. One value of 

the efficiency is assumed for all the expansion stages, where the 

flowing fluid is wet steam. Then, the model of the whole steam 

island is applied to determine the efficiency using, among oth-

ers, the measured electric power as the input data. This approach 

requires the equations that describe the following aspects of the 

operation: 

 mass and energy balances for turbine sections, 

 mass and energy balances for heat recovery exchangers and 

deaerator, 

 mass and energy balances for the condenser including the 

cooling water flow, 

 pressure losses in pipelines, 

 balance of the power output from turbine sections delivered 

to the power generator, including mechanical losses. 

For the heat recovery exchangers, the values of the tempera-

ture differences are used as health state indicators. They are 

shown in Fig. 2. The differences are taken between the satura-

tion temperature for the pressure in a heat exchanger and the 

outlet temperature values for cold and hot streams: 

 Δ𝑇𝑓𝑤 = 𝑇𝑓𝑤,𝑜𝑢𝑡 − 𝑇𝑠𝑎𝑡 , (4) 

 Δ𝑇𝑐𝑜𝑛𝑑 = 𝑇𝑐𝑜𝑛𝑑,𝑜𝑢𝑡 − 𝑇𝑠𝑎𝑡 . (5) 

The resulting values may be positive or negative and reflect 

the ability of the exchanger to deliver the heat from the steam to 

the feed water. The health state indicators are established as 

functions of the load represented by the flow through the ana-

lysed machines and devices. 

 

Fig. 1. Data processing to establish the numerical model  

of the steam cycle. 
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Once the set of the health state indicators is obtained, the nu-

merical model may be applied to the simulations of the off-de-

sign operation of a steam cycle. A new structure of the cycle is 

then established to reflect the proposed modifications required 

to match the reactor and the existing steam island. The operating 

conditions to be tested in the simulations are expressed in a set 

of values including: 

 live steam pressure and temperature, 

 reheat steam temperature 

 cooling water temperature for the condenser, 

 feed water temperature. 

The simulation model determines the parameters of the 

working fluids in the main locations of the thermodynamic cy-

cle. Then, it calculates performance indices, which include: 

 power output Nel, 

 power required to drive the condensate pumps Ncond and the 

feed water pumps Nfw, 

 heat delivered to the steam/water in the steam generator Q, 

 cycle efficiency . 

The cycle efficiency is used in the research presented here to 

compare different modernization options. It does not include the 

reactor efficiency since different reactor modules may be ap-

plied. This efficiency is defined as: 

 𝜂 =
𝑁𝑒𝑙−𝑁𝑓𝑤−𝑁𝑐𝑜𝑛𝑑

𝑄
. (1) 

The proposed modifications to the steam cycle are verified 

against a range of values that affect the operation of the turbine 

and the auxiliary systems. The details of the modifications are 

described in the further sections of the paper. 

3. Steam island 

The arrangement of the steam cycle under investigation is 

shown in Fig. 3. It is a condensing steam turbine with high pres-

sure, intermediate pressure and three low pressure turbine parts. 

Except for the high pressure turbine, all the parts are double op-

posed flow expanders. 

 
The heat recovery system consists of five main low pressure 

and three high pressure heat exchangers. There are additional 

exchangers located in both sections including a steam cooler / 

feed water heater fed from the intermediate part of the turbine. 

This is the last heat exchanger on the feed water path and its 

performance affects the final feed water temperature. The high 

and low pressure sections of the heat recovery system are sepa-

rated by the deaerator and the feed water tank. The feed water 

pumping system consists of six pumps in a serial and parallel 

arrangement 3 by 2, but are shown for simplicity as a single 

pump in Fig. 3. The minimal permissible load is 40 per cent of 

the nominal load. Table 1 presents values of the main parameters 

that describe the operation of the turbine. 

The health state analysis of the investigated steam island ac-

cording to the methodology explained in Section 2 allowed us 

to obtain the values that may be applied in the off-design model 

of the turbine. The available measurement included five sets of 

data for five levels of the load. 

The results of the simulations for the existing power plant 

are shown in Figs. 46. Figure 4 presents isentropic efficiencies 

for two chosen groups of turbine stages: an intermediate pres-

sure one and a low pressure one. The efficiencies are shown as 

functions of the steam flow in these groups of stages and the 

range of curves in the horizontal direction reflects the range of 

flow in the turbine sections. 

Figure 5 presents characteristic temperature differences for 

the second high pressure heat exchanger marked as HP2 in 

Fig. 3. 

 

 

Fig. 2. Temperature differences in a heat exchanger. 

 

Fig. 3. Steam turbine cycle. 

Table 1. Steam turbine design data.  

Parameters Symbol Unit Value 

Electric power Nel MW 900 

Live steam pressure pHP MPa 25 

Live steam temperature THP 
oC 600 

Live steam flow mHP t/h 2380 

Reheat steam temperature TIP 
oC 600 

Steam to air heaters - t/h 40 

Cycle efficiency  % 48.9 
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The results of the simulation are shown in Fig. 6 in the form 

of the expansion lines of the steam. They are drawn in the en-

thalpy-entropy diagram. The expansion lines show the thermo-

dynamic processes that occur in the turbines and in the reheater. 

Five lines refer to the five levels of load, for which the measure-

ments were available. 

The performance of the model with the steam island health 

state determined according to the described methodology may 

be verified against the measurement of the power output. The 

power output is calculated in the model and it depends on the 

performance of all the machines and auxiliary systems imple-

mented in the model. Thus, the difference between the calcu-

lated and the measured values of the electric power indicates the 

quality of the numerical model. This comparison is shown in 

Fig. 7. 

 

 

 
The obtained results indicate a very good quality of the nu-

merical module. The differences between the calculated and the 

measured values are less than 0.5% for loads higher than 60% 

of the nominal load and less than 1.1 per cent for loads less than 

60% of the nominal load. This is satisfactory since the modified 

steam cycle with a nuclear reactor is expected to operate under 

regimes close to the full load. 

4. Steam island modifications 

There are two problems to solve when connecting a nuclear re-

actor with a steam generator to an existing steam cycle: match-

ing the parameters of the live/reheat steam and matching the pa-

rameters of the feed water. 

 

Fig. 4. Calculated isentropic efficiency of IP and LP groups  

of turbine stages. 

 

Fig. 5. Calculated temperature differences between saturation 

temperature in the HP2 heat exchanger and the feed water  

and condensate temperature. 

 

Fig. 6. Expansion lines for five different loads  

in the enthalpy-entropy diagram. 

 

Fig. 7. Comparison between values of electric power  

 measured and calculated in the numerical model. 
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Regarding the steam parameters, the following case is under 

investigation in this research: the steam temperature and pres-

sure at the outlet of the steam generator are equal to or lower 

than the design values for the turbine. If the steam entering the 

turbine has parameters lower than the design values, then the 

turbine operates in off-design conditions. An important issue is 

the temperature of the reheat steam. Values lower than the de-

sign ones result in the possibility that the expansion in the low 

pressure turbine ends in the area of enthalpy-entropy diagram, 

where steam quality is lower than in design conditions. This 

would cause more intensive corrosion and faster component 

wear in the low pressure turbine. 

The simulations performed within the research presented 

here proved that for the turbine described in Section 3 the quality 

of the steam was lower by no more than 2 percentage points 

when compared to the conditions corresponding to the same live 

steam pressure (the same live steam flow) for the design condi-

tions. In some cases, the quality was even higher. The conclu-

sion is that for the investigated turbine the decrease of the reheat 

steam temperature did not result in hazardous corrosion wear. 

Regarding the feed water temperature, two cases are possi-

ble: the required temperature of the water entering the steam 

generator may be lower or higher than the feed water tempera-

ture at the outlet of the last recovery heat exchanger in the steam 

cycle. A simpler case is the first one when the feed water tem-

perature must be lowered before entering the steam generator. 

The water may be cooled by a flow that bypasses the high pres-

sure regeneration system. This is shown in Fig. 8. 

The bypass water is extracted from the outlet of the feed wa-

ter pump. The flow rate of the bypass stream must be chosen 

according to the temperature and the flow in the current condi-

tions of the operation and should be added to the control system 

of the steam cycle. Since high pressure recovery heat exchangers 

typically have bypass pipes this modernization does not add to 

the investment costs, when implementing a nuclear reactor. 

In the opposite case, when the temperature of the feed water 

is lower than required by a steam generator, an additional heat 

exchanger is necessary. Since the assumption in Section 2 is that 

the modifications are made on the steam cycle side, the addi-

tional exchanger must be fed with the additional steam. A sug-

gested design is shown in Fig. 9. 

 

 
The additional heat exchanger XR is located upstream of the 

high pressure heat recovery system. The steam that feeds this 

exchanger is taken from the live steam pipeline. It is throttled in 

the station SR to the pressure value that corresponds to the sat-

uration temperature that is higher by T than the required water 

inlet temperature to the steam generator. The basic (reference) 

value of the temperature difference T is 10 degrees Kelvin, alt-

hough it may be optimized. For example, the steam generator 

inlet temperature of 300oC requires the saturation temperature in 

the additional heat exchanger equal to 310oC and it corresponds 

to the pressure of 9.867 MPa. 

The steam is saturated in the expander delivering the heat to 

the feed water. The flow rate of the additional steam must be 

adjusted according to the flow of the feed water. This must be 

added to the control system of the power generating unit. 

The condensate from the additional heat exchanger is still at 

a high pressure. For this reason, it flows into an expander SE. 

The pressure there is reduced to a level that is equal to the pres-

sure in the deaerator. The steam and water fractions are deliv-

ered to the deaerator through separate pipelines. 

It should be noted that in the presented modified arrange-

ment of the steam cycle, the steam flow rate through the gener-

ator is higher when compared to the flow through the boiler in 

the original cycle for the same amount of steam entering the tur-

bine. This is due to the additional flow of the steam that heats 

the feed water. This flow also goes through the high pressure 

heat recovery exchangers causing them to operate in off-design 

conditions. 

5. Modified power plant 

The results of the numerical simulations are presented for  

a fluoride salt-cooled high-temperature reactor module [23]. It 

is shown in Fig. 10 as already connected to a steam turbine. 

There is an inner loop of salt that flows through the reactor core. 

The heat delivered in the core is rejected in the intermediate heat 

exchangers and delivered to the outer loop of molten salt. The 

second loop feeds the steam generator. 

The design data important to the research presented here are 

gathered in Table 2 and refer to the water/steam parameters only. 

Since the reactor is assumed to operate  at  its  design  conditions, 

the parameters in the core and  the  intermediate  system  are  not  

 

Fig. 9. Design with an additional feed water heater XR. 

 

Fig. 8. Feed water cooled by a by-pass flow to match  

the required temperature for a steam generator. 
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important to the analysis. The thermal power output of the nu-

clear module is much lower than the amount of heat required to 

generate steam for the turbine. For this reason, it is assumed that 

the module includes a number of reactors stacked in packages. 

The removal of the fossil-fuelled steam boiler and the addi-

tion of the nuclear reactor leads to the two main modifications 

listed below: 

 There are no steam extractions to air heaters. In the original 

system, steam was taken from the extractions in the interme-

diate part of the turbine to heat the air flowing into the boiler. 

There is no need for that once the boiler is removed; 

 There are no water injections to the live and reheat steam. 

This assumption is made to compare the operation of the cy-

cle before and after the modifications. The water for the in-

jections is taken from the feed water pumps outlets. It is used 

to maintain the temperature of the steam at desired levels.  

A perfect operation does not require any injections at all be-

cause the appropriate temperature levels are provided by the 

heat source, whether it is a fossil steam boiler or a nuclear 

module. 

Table 3 compares the gross power output generated by the 

steam cycle under different conditions. The cases analyzed are 

as follows (with the symbols according to Table 3): 

 600/600/25 boiler  steam cycle before the modification, de-

sign steam temperature, 

 585/585/25 boiler  steam cycle before the modification, 

steam temperature lowered to the maximal permissible value 

for the steam generator, 

 585/585/19 boiler  steam cycle before the modification, 

steam temperature and pressure lowered to the maximal per-

missible values for the steam generator, 

 585/585/25 reactor  steam cycle with the reactor, steam 

temperature lowered to the maximal permissible value for 

the steam generator, 

 585/585/19 reactor  steam cycle with the reactor, steam 

temperature and pressure lowered to the maximal permissi-

ble values for the steam generator. 

The temperature of the cooling water for the condenser is 

adjusted to be constant across the simulations. As mentioned 

above there are no water injections to the live and reheat steam. 

Yet the results for the steam cycle with fossil-fuelled boiler are 

shown with the steam extractions for the heating of the air flow-

ing into the boiler. This is because the reference point is the orig-

inal cycle with the extractions. 

The 19 MPa pressure level is the maximal specified for the 

steam generator delivered with the nuclear reactor mentioned at 

the beginning of this section. However, this level is too low for 

supercritical steam turbines, for which the live steam pressure 

should be above the critical value of 22 MPa for the full load 

operation. It is expected that the final permissible pressure for 

the steam generator will be higher because the steam tempera-

ture level is suitable for supercritical steam turbines. Also,  

a higher steam pressure requires modifications in the steam gen-

erator only and not in the nuclear reactor. For this reason, the 

matching between the reactor module and the steam turbine is 

analyzed here for the total range of pressure for the steam turbine 

that is up to 25 MPa. 

The values of the cycle efficiency obtained from the numer-

ical simulations are shown in Fig. 11. The presented cases are 

the same as in Table 3. The dashed parts of the curves for the 

modified turbine cycle refer to the range of pressure that may be 

applied to the currently available steam generator that is up to 

the limit of 19 MPa. The rest of the curves drawn with solid lines 

refer to the steam generators able to withstand higher pressure  

here up to 25 MPa. 

The efficiency is lower for lower steam temperatures, which 

results from the thermodynamic principles of power plant cy-

cles. It is further lowered for the cycle cooperating with the nu-

clear reactor because an additional steam flow is used to heat the 

feed water and that flow also goes through the steam generator. 

In each point for each curve in the presented graph, the steam 

cycle operates in off-design conditions. 

Figure 12 presents the heat transfer conditions in the addi-

tional heat exchanger XR. Firstly, the steam flow is shown that 

is required to increase the feed water temperature to the level 

appropriate for the steam generator  here  it  is  300oC,  see  Ta- 

 

Fig. 10. Fluoride salt-cooled high-temperature reactor  

and steam turbine. 

Table 2. Parameters of the fluoride salt-cooled high-temperature re-

actor. 

Parameters Symbol Unit Value 

Live steam pressure pHP MPa 19 

Live / reheat steam temperature THP, TIP oC 585 

Feed water temperature TFW 
oC 300 

Power output QSG MW 140 

 

Table 3. Gross power output for the modified steam cycle.  

pHP 
[MPa] 

THP [oC] / TIP [oC] / pHP [MPa] / boiler or reactor 

600/600 
25 

boiler 

585/585 
25 

boiler 

585/585 
19 

boiler 

585/585 
25 

reactor 

585/585 
19 

reactor 

25 900.56 880.79 - 883.23 - 

19 665.61 651.65 651.65 658.92 658.92 
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ble 2. Secondly, Fig. 12 shows the temperature of the feed water 

at the inlet and outlet of the exchanger. 

The steam flow is presented as a value relative to the live 

steam flow to the HP turbine section. This relative steam flow 

becomes higher for a lower load represented by the live steam 

pressure. This is because the temperature of the feed water en-

tering the XR exchanger becomes lower for a lower load and 

more portions of steam are needed to increase its temperature. 

These heat exchange conditions are reflected in the values of the 

cycle efficiency in Fig. 11. 

6. Conclusions 

The results of numerical simulations show that the coupling of 

a nuclear reactor with a steam generator to an existing steam is-

land is technically possible. The required modifications are done 

on the steam/water side only. The investments include new heat 

exchangers, steam expander, valves and piping. 

The efficiency for the steam cycle analysed here is lower 

than for the unmodified cycle. This is because the steam gener-

ator described here required a lower steam temperature. A dedi-

cated steam generator with a higher allowable pressure level 

should be designed and applied to a specific existing cycle con-

verted from carbon to nuclear. Nevertheless, the cooperation is 

possible between any high pressure reactor module and an al-

ready operating steam cycle. 

The pressure restriction for the steam generator described in 

Section 5 is expected to be neglected in the future. It is irrational 

to manufacture high temperature reactors with a low steam pres-

sure because the potential of supercritical steam turbines would 

not be used. 
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1. Introduction 

Turkey obtains most of its fossil-based energy from foreign 

countries. A large amount of this energy is used for heating pur-

poses in industry, workplaces and homes. Foreign dependency 

on energy use is quite high. However, in terms of renewable re-

sources, it is in a position to benefit greatly from solar energy, 

especially in terms of its location in the world. In the drying of 

grain products, healthier and more efficient grain drying can be 

done by using solar energy instead of traditional methods. In this 

respect, it has a remarkable potential.  

Solar energy is energy that has no fuel costs. Many studies 

have been carried out to benefit more from this energy. Many 

scientific studies have been conducted on collectors of different 

designs to determine the greater efficiency of such systems. In 

these works, the use of flat sheet panels is generally common. 

Different types of solar radiation air heat exchangers are pro-

duced by adding various geometrically shaped parts into these 

panels to increase the heat transfer rate. Solar air heated collec-

tors have many advantages. Easy and clean energy can be ob-

tained, there is no fuel cost, and it is easy to produce locally. 

Small volumes can be heated, and some leaf-type plants can be 

dried. For this reason, different designs have been developed re-

cently to make collectors more efficient.  

Abene et al. [1] designed two types of collectors for drying 

grapes. They placed various obstacle particles in rows within the 

collector panel and examined the increase in thermal efficiency. 

They compared collector WDL1 (waisted delta lengthways) and 

collector WO (without obstacles), which they designed. At 

a certain airflow rate, the thermal efficiency of the WDL1 col- 
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Nomenclature 

Acol ‒ absorber area of the collector, m2 

cp ‒ specific heat capacity at constant prerssure, kJ/(kg K) 

�̇�𝑥 ‒ dimensionless inlet exergy flow  

Q  ‒ heat rate, kW 

h ‒ enthalpy, kJ/kg 

IT ‒ solar radiation, W/m2 

�̇� ‒ fluid mass flow rate, kg/s 

P ‒ pressure, Pa 

R ‒ ideal gas constant, kJ/(kg K) 

Re ‒ Reynolds number 

s ‒ entropy, kJ/(kg K) 

�̇� ‒ entropy production, kJ/(kg K s) 

T ‒ temperature, K 

Greek symbols 

α ‒ absorption factor of the solar receiver  

ε ‒ specific exergy, kJ/kg 

η ‒ thermal efficiency  

τ ‒ effective transmission 

ψ ‒ exergy efficiency 

 

Subscripts 

air  air 

col ‒ collector 

gen ‒ generation 

in ‒ inlet 

out ‒ outlet 

o ‒ ambient 

r ‒ radiation 

lector was 25% and 23%, respectively. In the WO heat collector, 

it was 29% and 24%. 

Zima et al. [2] simulated the transient processes occurring in 

liquid flat-plate solar collector tubes using a one-dimensional 

mathematical model. Boundary conditions were assumed as 

time dependent. Differential equations were derived under 

boundary conditions and operating conditions, and the equations 

were solved using the finite difference method. 

In the study of Krawczyk [3], sewage sludge from a waste-

water treatment plant in Błonie near Warsaw was examined in 

2012. This mud is dried with solar energy. Experimental evi-

dence is presented in the study that there is a relationship be-

tween the cumulative drying potential of ventilation air and the 

condition of dried sludge. The amount of water evaporated from 

the dried sludge mass was determined. They determined the 

weight values in three groups based on the initial unitary mass. 

These values are between 5 and 8.3 kg/m2 in group I, between 

8.3 and 12.5 kg/m2 in group II, and between 12.5 and 20 kg/m2 

in group III. 

Khatri, R. et al. [4] in their experimental study, investigated 

the performance of a solar air heater with an absorber plate made 

of aluminium material with perforated cylindrical wing geome-

try. They applied the liquid at three different speeds. In meas-

urements made on the wing-arched wavy absorber plate at 

a  flow rate of 5 m/s, the best performance was measured in the 

temperature range of 55–70 °C. 

Khawajah et al [5] studied 2-fin, 4-fin and 6-fin double-pass 

solar air heater. Instead of absorber plates, layers of wire mesh 

were placed between the wings. The mass flow rate was in the 

range of 0.0121–0.042 kg/s. The maximum efficiency was 

determined as 75.0%, 82.1% and 85.9%, respectively, for the 2, 

4, 6 fin solar air heaters when the flow rate was 0.042 kg/s. The 

temperature difference ΔT was greater in the 6 fin solar air 

heater than in the 2 and 4 fin solar air heaters. The peak ΔT was 

43.1 °C and 62.1 °C, respectively, when the mass flow rate was 

0.0121 kg/s in a 6 fin solar air heater. 

Sachın et al. [6] conducted solar air heater experiments on 

six different roughened surfaces. The air flow on rough surfaces 

 transverse, pit, side curved, spring, and sine wave surfaces was 

examined. Experiments were carried out in a wide range of 

Reynolds numbers (Re). They achieved the best result for a sine 

wave surface at Re = 15 000. 

Petela [7] assumed that the energy of the atmosphere was 

infinite and its exergy was zero. Solar air heaters get their energy 

directly from the atmosphere. The exergy entering the air heaters 

is the exergy of Ex from solar radiation alone. Derivation proce-

dures for three radiation categories are discussed in the study. 

A closed system, black flux and any arbitrary radiation flux were 

studied. Formulas have been created for the conversion of radi-

ation into work or heat. 

In the work of Sıvakumar et al. [8], the transformation, qual-

ity and irreversibility of the energy in the systems are deter-

mined more clearly by exergy analysis. By comparing the theo-

retical values of cumulative efficiency, energy efficiency and 

exergy efficiency, it was found that taking into account the heat 

capacities of the glass cover and panel gives a higher output in 

all thermal models. 

Farahat et al. [9] determined the exergy efficiency by devel-

oping a mathematical model for linear parabolic solar collectors.  

Çomakli et al. [10] conducted the experiment in February, 

March, April, May, June and July. They made a different plate 

design inside each of the four different collectors. The highest 

energy efficiency occurred when a distorted roughened surface 

was made between the absorber plate and the back plate. 

Karsli [11] designed four different air-heated solar collec-

tors. The experiments were carried out from March to July in 

Erzurum province in 2004. The first law efficiency varied be-

tween 26% and 80% for collector I, between 26% and 42% for 

collector II, between 70% and 60% for collector III, and between 

26% and 64% for collector IV. The second law efficiency values 

varied between 0.27 and 0.64 for all collectors. 

Altfeld et al. [12] studied how much the total surface area 

properties of the collectors affect the energy efficiency. It has 

been determined that the exergy efficiency is better when the 

collector surface is enlarged and the air flow is reduced. 

Altfeld et al. [13] used different types of designed collectors 

in their studies. The collectors were examined for high heat and 

low friction losses. They determined the net input and output 

exergy values of solar collectors. They concluded that it is not 

appropriate to have a high density of rough surface fins attached 

to the panel surfaces inside the collector.  

In their study, Gupta et al. [14] determined the exergy effi-

ciency of solar air heater systems having various parameters 

such as the aspect ratio of the collector, the mass flow rate per 

unit area of the collector plate and the channel depth of the plate. 
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2. Experimental setup and measured values 

In this study, two different collectors with solar air heating were 

designed and installed in the city of Çorum, Turkey  39:14 

North latitude; at 38:27 East longitude. The surface of the col-

lectors is fixedly facing the sun at 12 o'clock. The collector sur-

face was adjusted according to the azimuth angle of the sun.  

The system was designed as composed of two different col-

lectors. The collectors were manufactured from two metal 

sheets, on which half circle grooves were formed. Then, these 

metal sheets were placed upon each other in such a way that cir-

cle channels were formed. The diameter of each groove was  

6 cm. In the first experiment, zigzag metal parts of 4 cm width 

were placed along the grooves of panel I. In this application, it 

was aimed to increase the contact of flowing air and the collec-

tor’s inner surface in order to improve the heat transfer rate. In 

the second panel II, grooves were left empty for the flow exper-

iment.  

The frame of the collector from outside to outside measures 

96 cm × 200 cm × 15 cm and is made of 2 cm thick wood. The 

glass surface area of the collector (Acol) is 0.92 m ×1.96 m = 

1.8  m2. The panels placed inside the collector are designed to 

measure 90 cm × 180 cm × 0.1 cm and be manufactured from  

a galvanized metal sheet. The surface area of the two panels is 

the same (Ap1 = Ap2), and is equal to 0.9  m ×1.8 m = 1.62 m2. 

Insulation of the panels was assured by installing 5 cm thick 

glass wool, which was placed between the bottom and side sur-

faces of the panel. The front surfaces of the panels were covered 

by glasses that have a thickness of 0.7  cm. As can be seen in  

Fig. 1, the inner and outer surfaces of the collectors were painted 

black. A hole of 10 cm diameter was drilled, in order to maintain 

inflow of the air outside. Then, in order to sustain equal distri-

bution of air to the grooves of the panel, a part that is made of 

perforated sheet metal was fixed to the edges of groove en-

trances. The air outside was sucked into the collectors by a fan. 

The designed solar collector has a glass surface and a corrugated 

panel placed inside; the cross section profile is shown in Fig. 2. 

The flow rates of the air flowing through the collectors were 

equal. The temperature of inflowing air was that of the ambient 

temperature. The heating surface area (Acol) was 1.8 m2. The col-

lector was placed on a wheeled setup that was made of stainless 

profile steel. In addition, a special worm screw setup was placed 

behind the collector frame. According to the azimuth angle of 

the sun that changes daily and seasonally, the collectors were 

adjusted with the use of a worm screw for a better exposure an-

gle and better absorption of sunlight. In the experimental study, 

the energy coming from the sun to the collector surface, the sur-

face temperature, temperature and pressure values of the air en-

tering and leaving the collector were measured. 

In order to measure the required values in the experimental 

system, thermocouples were placed on the collector surface, at 

the air inlet and outlet points, and at ambient conditions. Ther-

mocouple tips are well attached to the measuring surfaces. Ex-

perimental values were measured 30 min after the collector was 

exposed to the sun. Values were recorded every 30 min. The 

same time period of 8:30 and 17:00 daily was recorded. 

The experimental setup consists of two different plates, as in 

Fig. 3. The inside of the first plate I is flat and the second plate 

II is zigzag. The designed solar collector is covered with a flat 

plate and glass, and the air passing through it is heated. A fan, 

air valve, pyrometer and multimeter were used to measure the 

required test results. 

3. Energy and exergy analysis 

Exergy analysis is a thermodynamic analysis technique 

based on the second law of thermodynamics. Exergy analysis 

helps improve and optimize designs and analyses. The authors 

of [15] stated it is the only analysis to compare systems with 

their actual values. They examined exergy on two features:  

(1) how close the actual performance is to the ideal one and  

(2) more precisely determine from energy analysis the types, 

causes and locations of thermodynamic losses. 

Esen [16] performed the solar collector tests in two stages. 

In the first stage, he placed different geometrical blocks inside 

the collector. In the second stage, he presented an energy and 

exergy analysis in both cases without placing any geometrically 

shaped blocks. Air flow at different flow rates into the collector 

is made first over the panel and then under the panel. The author 

determined the optimum efficiency depending on the heat ab-

sorbency of the panels. Bejan [17] and Wark [18] stated that the 

 

Fig. 1. The panel and collector with zigzags in the grooves. 

 

Fig. 2. Air heater heat exchanger cutaway profile. 
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efficiency of collector systems will be determined according to 

the second law of thermodynamics. They carried out the study 

firstly with an auxiliary substance method that increases fluid 

flow, and secondly with the heat transfer method. 

In order to use the energies of the systems at the most effi-

cient level, they must be determined clearly [19]. They argued 

that this could only be possible by applying exergy analysis to 

systems. The conversion, quality and irreversibility of energy in 

systems are determined more clearly by exergy analysis. They 

tested the performance by attaching fins to the plates to increase 

absorbency. 

3.1. Energy analysis 

The amount of energy coming to the collector surface due to so-

lar radiation constitutes the thermal energy of the system. The 

equation that determines the solar energy coming to the solar air 

heater collector surface is 

 �̇�𝑠𝑢𝑛 = 𝐼𝑇𝜏𝛼𝐴𝑐𝑜𝑙 , (1) 

where Acol is the surface area of the collector corresponding to 

the sun radiation direction, τα gives the solar energy radiation 

value of the collector surface, Acol  is the collector area, and �̇�𝑠𝑢𝑛 

is the thermal energy from the sun absorbed depending on the 

collector surface permeability ability [11,16,20].  

Exergy calculations of air entering and exiting the glass-

covered solar collector at different flow rates have been made. 

The amount of useful energy gained by the air flow entering the 

collector is: 

 �̇�𝑎𝑖𝑟,𝑐𝑜𝑙 = �̇�𝑎𝑖𝑟𝑐𝑝,𝑎𝑖𝑟(𝑇𝑎𝑖𝑟,𝑜𝑢𝑡 − 𝑇𝑎𝑖𝑟,𝑖𝑛). (2) 

The energy efficiency of the system, according to the first 

law of thermodynamics, is defined as the ratio of the thermal 

energy gained by the flow to the radiant energy coming from 

the sun to the collector surface: 

 𝜂 =
�̇�𝑎𝑖𝑟𝑐𝑝,𝑎𝑖𝑟(𝑇𝑎𝑖𝑟,𝑜𝑢𝑡− 𝑇𝑎𝑖𝑟,𝑖𝑛)

  𝐼𝑇𝜏𝛼𝐴𝑐𝑜𝑙
. (3) 

3.2. Exergy analysis 

In many energy systems, exergy analysis is applied to the sys-

tems to obtain accurate numerical values. An attempt was made 

to prove its usability by applying exergy analysis to the systems. 

It was found that high exergy losses could be reduced by design-

ing efficient solar collectors [8,20−22].  

Exergy analysis has been applied to accurately evaluate the 

thermal energy efficiency of different types of designed solar 

collector panels. It has been applied to all components of the 

collectors, including glass cover, sun ray angle, water flow rate 

and environmental conditions [23,24].  

Exergy analysis more clearly determines the transformation, 

quality and irreversibility of the energy in the systems. How-

ever, some assumptions were made initially for solar collectors. 

The mass balance of solar collectors is:  

 ∑  �̇�𝑖𝑛 = ∑ �̇�𝑜𝑢𝑡. (4) 

The exergy flow in the control region is given by Eq. (5): 

 ∑ �̇�𝑥,𝑖𝑛 = ∑ �̇�𝑥,𝑜𝑢𝑡, (5) 

If there is exergy storage (�̇�𝑥,𝑑𝑒𝑠𝑡) in the control region, Eq. (6) 

is written: 

 

 

Fig. 3. Experimental setup. 

Table 1. Values adopted for the flat-plate solar collector.  

Quantity Value 

Absorber material Galvanized steel sheet 

Absorber plate 0.92 m × 1.96 m 

Thickness 0.001 m 

Absorptance 0.9 

Emittance 0.1 

Absorber coating Dull black paint 

Absorptivity of the absorber α = 0.65 

Tube external diameter 0.06 m 

Tube internal diameter 0.059 m 

Reflectivity of the absorber ρ = 0.16 

Sealant Silicon rubber 

Back insulation 
Glasswool  

(thickness 0.05  m) 

Side insulation 
Glasswool  

(thickness 0.025  m) 

Effective product transmittance- 
-absorptance 

τα = 0.78 

Panel heat transfer area Ap1 = Ap2 =1.62 m2 

Uncertainty in reading values of 
table 

± 0.1%−0.2% 
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 ∑ �̇�𝑥,𝑖𝑛 − ∑ �̇�𝑥,𝑜𝑢𝑡 = ∑ �̇�𝑥,𝑑𝑒𝑠𝑡 . (6) 

There is exergy entering (�̇�𝑥,𝑚𝑎𝑠𝑠,𝑖𝑛), exiting (�̇�𝑥,𝑚𝑎𝑠𝑠,𝑜𝑢𝑡) the 

control region, as well as exergy produced (�̇�𝑥,ℎ𝑒𝑎𝑡), workable 

(�̇�𝑥,𝑤𝑜𝑟𝑘) and stored (�̇�𝑥,𝑑𝑒𝑠𝑡). In this case, the exergy flow in the 

control region is written as Eq. (7): 

 �̇�𝑥,ℎ𝑒𝑎𝑡 − �̇�𝑥,𝑤𝑜𝑟𝑘 + �̇�𝑥,𝑚𝑎𝑠𝑠,𝑖𝑛 − �̇�𝑥,𝑚𝑎𝑠𝑠,𝑜𝑢𝑡 = �̇�𝑥,𝑑𝑒𝑠𝑡, (7) 

where in terms of exergy 

 𝜀𝑖𝑛 =  (ℎ𝑖𝑛 − ℎ𝑜) − 𝑇o (𝑠𝑖𝑛 − 𝑠𝑜), (8) 

 𝜀𝑜𝑢𝑡  =  (ℎ𝑜𝑢𝑡 − ℎ𝑜) − 𝑇o  (𝑠𝑜𝑢𝑡 − 𝑠𝑜). (9) 

Substituting Eqs. (8) and (9) into Eq. (7) yields 

(1 −
𝑇𝑜

𝑇𝑠𝑢𝑛

) �̇�𝑠𝑢𝑛 − �̇�[(ℎ𝑜𝑢𝑡 − ℎ𝑖𝑛) − 𝑇𝑜(𝑠𝑜𝑢𝑡 − 𝑠𝑖𝑛)]=�̇�𝑥,𝑑𝑒𝑠𝑡 

 (10) 

The enthalpy and entropy change of the flowing air in the 

collector are determined by [25]: 

 ∆ℎ = ℎ𝑜𝑢𝑡 − ℎ𝑖𝑛 = 𝑐𝑝,𝑎𝑖𝑟(𝑇𝑎𝑖𝑟,𝑜𝑢𝑡 − 𝑇𝑎𝑖𝑟,𝑖𝑛), (11) 

 ∆𝑠 = 𝑠𝑜𝑢𝑡 − 𝑠𝑖𝑛 = 𝑐𝑝,𝑎𝑖𝑟 ln
𝑇𝑎𝑖𝑟,𝑜𝑢𝑡

𝑇𝑎𝑖𝑟,𝑖𝑛
− 𝑅 ln

𝑃𝑎𝑖𝑟,𝑜𝑢𝑡

𝑃𝑎𝑖𝑟,𝑖𝑛
. (12) 

If Eqs. (1)−(12) are substituted in Eq. (10), it becomes 

 (1 −
𝑇𝑜

𝑇𝑠𝑢𝑛
) 𝐼𝑇𝜏𝛼𝐴𝑐𝑜𝑙 − �̇�𝑐𝑝,𝑎𝑖𝑟(𝑇𝑎𝑖𝑟,𝑜𝑢𝑡 − 𝑇𝑎𝑖𝑟,𝑖𝑛)  

               + �̇�𝑐𝑝,𝑎𝑖𝑟 𝑇𝑜ln
𝑇𝑎𝑖𝑟,𝑜𝑢𝑡

𝑇𝑎𝑖𝑟,𝑖𝑛
− �̇�𝑅𝑇𝑜 ln

𝑃𝑎𝑖𝑟,𝑜𝑢𝑡

𝑃𝑎𝑖𝑟,𝑖𝑛
=�̇�𝑥,𝑑𝑒𝑠𝑡 . (13) 

The exergy loss and irreversibility of the system are 

 �̇�𝑥,𝑑𝑒𝑠𝑡 = 𝑇𝑜�̇�𝑔𝑒𝑛 . (14) 

After determining the exergy gain and exergy loss 

irreversibility of the solar collector, the second law efficiency is 

written as equation (15). It is defined as the ratio of the useful 

exergy leaving the system to the total exergy entering the 

system: 

 𝜓 =
�̇�𝑥,𝑜𝑢𝑡

�̇�𝑥,𝑖𝑛
 = 

𝑚 ̇ [(ℎ𝑜𝑢𝑡−ℎ𝑖𝑛)−𝑇𝑜(𝑠𝑜𝑢𝑡−𝑠𝑖𝑛)]

(1−
𝑇𝑜

𝑇𝑠𝑢𝑛
)�̇�𝑠𝑢𝑛

=  

                 =  
�̇� 𝑐𝑝[(𝑇𝑜𝑢𝑡−𝑇𝑖𝑛)− 𝑇oln

𝑇𝑜𝑢𝑡
𝑇𝑖𝑛

]

(1−
𝑇𝑜

𝑇𝑠𝑢𝑛
)�̇�𝑠𝑢𝑛

. (15) 

4. Results and discussion 

This study was carried out in the city of Çorum in Turkey. The 

solar air collector with two different flow surfaces was investi-

gated as an experimental device. The collector is isolated from 

the bottom and the sides against the environment. The collector 

receives its energy from the sun. This energy is transferred to 

the air flowing through the corrugated panels. The temperature 

change values of the collector are explained in Fig. 4. The en-

ergy transfer ability determines the efficiency of the collector 

and is shown in Fig. 5. 

Experimental values were measured in June and July. The 

ambient temperature was measured between 28°C and 35°C 

during the daytime. The design of both solar collectors is differ-

ent, but the inlet temperatures are the same for both because the 

inlet airflow is connected to the same manifold. The outlet tem-

peratures from the collectors are different. During the experi-

ment, the highest inflowing air temperature was measured at  

13 o’clock (31.8°C), see Fig. 4. 

The more the air flow comes in contact with the surface of 

the corrugated panel heated by the sun, the more the temperature 

of the air increases. It may be good to keep the surface large in 

such collector systems, but large dimensions require larger 

space. Corrugated panels were created to increase the surface 

and reduce the length of the panel. By making zigzag rough sur-

faces inside the panel groove, the flow air is ensured to come 

into contact with the larger surface area. 

The measured outflowing air temperatures in collector I and 

collector II are 65°C and 54.2°C, respectively. It is seen from 

Fig. 5 that the collector efficiency reaches its maximum values 

between the hours 08:30 and 17:00.  

 

Fig. 4. The weather conditions and temperature increase  

across the solar air collectors on June14, 2021. 

 

Fig. 5. Efficiency versus time of day in collector I. 
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The panel efficiency of the fan was observed at four different 

flow rates. The collector efficiency is maximum at the value of 

air mass flow �̇� = 0.0098 kg/s. In the case of mass flow rate  

�̇� = 0.004 kg/s, collector I’s exergetic efficiency is very low. As 

the air flow rate decreases, the second law efficiency of the panel 

also decreases. 

Karim and Hawlader [26] conducted an experimental study 

of three types of solar air collectors under Singapore climatic 

conditions. These collectors have flat plates, fins and V-grooves. 

It was found that the V-groove collector is the most efficient col-

lector, while the flat plate collector is the least efficient collector. 

It was also shown that the V-slot collector has a 7−12% higher 

efficiency than the flat collector. 

As seen from Fig. 6, when the inlet and outlet air temperature 

difference is compared for the same radiation values of both pan-

els, the air temperature difference is higher in collector I. 

Radiation values and temperature input-output values of both 

panels were compared. It is understood that at the same radiation 

values, the inlet-outlet temperature difference in collector I is 

higher. The reason for this is that there is a zigzag strip inside 

the panel. 

In Fig. 7, changing radiation values were observed while 

keeping the flow rate and input temperature of air constant for 

both collectors. According to the second law, the exergetic effi-

ciency of collector I, which has a zigzag inside the panel, is be-

tween 20.2% and 38.8%. It was concluded that the exergetic ef-

ficiency of collector II, which is hollow inside the panel, varies 

between 17% and 32.2%. In both collectors, the highest effi-

ciency was obtained when the ambient temperature was lower. 

As seen in Fig. 8, when the solar radiation reaches its maxi-

mum at 13:00, the exergetic efficiencies of both collectors reach 

its maximum at 29.8% for collector I and 24.8% for collector II. 

Although exposed to the same radiation, the exergetic efficiency 

of collector I is higher than that of collector II. 

The Ansys programme [27] was used for the display of floe 

parameters in the panel. The programme outputs are shown in 

Figs. 9−11. The air flow was observed with the highest values 

at the inlet and outlet of the panels (Fig. 9). It is seen in Fig. 10 

that the pressure inside the panel grooves is lower than in the 

collector inletoutlet. This is due to the pressure formation 

against the air flow inside the groove panels. Vortex changes 

inside panels can be seen in Fig. 11. 

 

 

Fig. 6. Variation of temperature difference with incident radiation. 

 

Fig. 7. Variation of collector efficiency versus  

parameter (Tout -Tin)/I at mass flow rate 0.0098 kg/s  

for different types of absorber plates. 

 

Fig. 8. The productivity changes of collector I and collector II  

at different radiation values. 
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5. Conclusions 

This study aims to investigate the effect of using various fin ar-

rangements inside a corrugated panel with a solar thermal 

source. The study experiments were carried out in Corum in 

JuneJuly. The experiment was carried out between 8:30 and 

17:00 and the thermodynamic parameters were measured and 

recorded. Under the same conditions, the air temperature leaving 

collector I was higher than that of collector II. The highest exit 

temperature was reached at 13:00 in both collectors and is 

graphed in Fig. 4. Another important parameter for both collec-

tors is the amount of air flow passing through the collector 

grooves. The collector efficiency analysis was carried out by 

considering the changes in these air flow amounts. The air flow 

was measured from Collector I between 11:00 and 15:00, at ap-

proximately 54.2oC and 65oC. The results presented in this study 

show that the efficient fin arrangement has a great effect on the 

heat energy transfer performance of the plate. A zig-zag fins 

placed inside the corrugated panel show that heat transfer is sig-

nificantly improved. 
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